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#### Abstract

Correlations in a system of $N$ classical, coupled oscillators are studied, with a view toward obtaining a more complete understanding of Griffiths-type inequalities. The potential energy is assumed to be $U=\frac{1}{2} \sum_{i} \Sigma_{j} J_{i j} x_{i} x_{j}-\sum H_{k k} x_{k}$, with $-\infty \leq x_{i} \leq \infty$ and $J_{i j}=J_{j i}$. The $N \times N$ matrix with elements $\left\{J_{i j}\right\}$ is assumed positive definite. Sufficiency conditions for the correlation functions to satisfy Griffiths-type inequalities are found to be: (i) $K_{i j} \geq 0$ for all $i, j$, where $K=J^{-1}$ and (ii) $\Sigma_{j} K_{l j} H_{j} \geq 0$ for all $l$. The class of systems obeying (i) and (ii) contains those for which $J_{i j} \leq 0, i \neq j$, and $H_{k} \geq 0$ for all $k$; these are direct analogs of Ising ferromagnets. It is proved that a necessary and sufficient condition for Griffiths-type inequalities to hold for arbitrary $\left\{H_{k} \geq 0\right\}$ is simply (i) above. The sufficiency conditions (i) and (ii) are broader than those available to date for Ising models (only the sufficiency condition of ferromagnetic coupling is known). The necessary and sufficient condition (i) has no known Ising counterpart at present.


## I. INTRODUCTION

The mathematical description of Ising ferromagnets has been enhanced in recent years by the consideration of inequalities for spin correlation functions. Such inequalities were proved first by Griffiths ${ }^{1}$ for spin- $\frac{1}{2}$ systems with pairwise forces. They have been generalized to include the spin- $\frac{1}{2}$ case $^{2,3}$ and the arbitrary spin case ${ }^{4,5}$ with many-body forces. They have been useful tools in the rigorous proofs of various statistical mechanical and thermodynamic properties for Ising ferromagnets, ${ }^{6-11}$ and have been investigated to some extent for quantum and classical Heisenberg models, ${ }^{12-15}$ and other models. ${ }^{5}$

In the present paper, Griffiths-type inequalities are studied for classical, coupled-oscillator systems. Such inequalities are found to hold under well defined circumstances. The model is tractable enough so that: (i) rather broad sufficiency conditions for their validity can be established, and (ii) a necessary and sufficient condition for their existence can be obtained. This provides the only nontrivial example (known to the author) for which such extensive conditions regarding the existence of Griffiths-type inequalities are known. For Ising models, ferromagnetic coupling is known to be a sufficient condition for Griffiths' inequalities, but broader sufficiency conditions are lacking and necessary conditions have yet to be ascertained.

In view of the still incomplete understanding ${ }^{18}$ of the nature and scope of such inequalities, the establishment of sharp criteria for their existence, even for oversimplified models such as the present one, may shed light on the general picture. It is felt that this hope justifies publication of the present findings. The mathematical techniques employed here differ substantially from those employed in previous correlation inequality studies. Some novel aspects of matrix
analysis and the theory of cumulant expansions are central to the discussion. Perhaps such techniques will find further utility in the consideration of other, related problems.

In Sec. II, the coupled-oscillator model is introduced and its canonical partition function is derived. In Sec. III, the correlation functions are introduced and their connection with the cumulants of the canonical probability distribution is discussed. The Griffithstype correlation inequalities are investigated in Sec. IV; the major results are stated succinctly in Theorems 1-3. In Sec. V, certain monotonicity properties, which are consequences of the correlation inequalities, are elucidated for the thermodynamic potentials. Section VI contains a summary and interpretation of the results. This section closes with a brief discussion of the corresponding quantum mechanical problem, which leads to some interesting and apparently unsolved matrix-theoretic problems.

## II. THE MODEL

The basic model under consideration is a collection of $N$ particles in one dimension, ${ }^{17}$ coupled together such that each one executes oscillations about its own equilibrium position. The coordinates ( $x_{1}, \cdots, x_{N}$ ) are measured relative to the $N$ equilibrium positions. The potential energy is assumed to have the form

$$
\begin{equation*}
U(\mathbf{x})=\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} J_{i j} x_{i} x_{j} \geq 0, \tag{1}
\end{equation*}
$$

where $-\infty<x_{i}<\infty$ for $i=1, \cdots, N . \mathbf{x}$ represents the N -dimensional vector with Cartesian components ( $x_{1}, \cdots, x_{N}$ ), and equality in (1) occurs only for $\mathbf{x}=(0, \cdots, 0) \equiv \mathbf{0}$. The real coefficients $\left\{J_{i j}\right\}$ are assumed to satisfy the symmetry condition

$$
\begin{equation*}
J_{i j}=J_{j i} \text { for all pairs }(i, j) . \tag{2}
\end{equation*}
$$

The right hand side of (1) may be thought of as a truncated Taylor series expansion about $\mathbf{x}=\mathbf{0}$, using the convention $U(0)=0$. Equation (2) then results from equality of the mixed second derivatives of the full potential energy (assuming the latter is continuous and has continuous first and second derivatives). Properties (1) and (2) imply that the matrix $\mathbf{J}$ of the coupling coefficients $\left\{J_{i j}\right\}$ is a real-symmetric, positivedefinite matrix. ${ }^{18}$
Although a formal resemblance between (1) and the Ising model Hamiltonian for pairwise forces is evident, it is helpful to delineate explicitly some of the similarities and differences for the two models: (i) Both are bilinear forms in their variables. (ii) Here, each $x_{i}$ varies continuously from $-\infty$ to $+\infty$, while for the Ising model, each $x_{i}$ either takes on a discrete set of values (quantum case) or a continuum of values in some bounded domain (classical case). (iii) For the Ising model, the Hamiltonian is preceded by a minus sign, while (1) contains no such prefactor. IIf a minus sign were included in (1), the inequality $U \geq 0$ would then make $\mathbf{J}$ a negative-definite matrix.] Thus, the case for which $J_{i j} \leq 0, i \neq j$, here corresponds directly to the ferromagnetic Ising model. This point is clarified further in Sec. IV. (iv) Since $\mathbf{J}$ is positive definite here, $J_{i i}>0$ for $i=1, \cdots, N$. For the Ising model, $J_{i i}$ is usually chosen to be zero for all $i$. However, at least for the spin $-\frac{1}{2}$ case, if all the $J_{i i}$ are chosen to be nonzero for the Ising model, the Griffiths inequalities are unaffected. (v) The positive-definite character of $\mathbf{J}$ here does not imply that all off-diagonal elements of $\mathbf{J}$ have the same algebraic sign. In the usual treatment of Ising ferromagnets, on the other hand, one chooses $J_{i j} \geq 0$ for $i \neq j$ and does not specify that the corresponding matrix is positive(or negative-) definite. ${ }^{19}$
The coupled-oscillator system can be modified so as to simulate external magnetic field interactions by using the total potential energy

$$
\begin{equation*}
U_{H}(\mathbf{x})=U(\mathbf{x})-\sum_{k=1}^{N} H_{k} x_{k} \tag{3}
\end{equation*}
$$

where $H_{k}$ is the "magnetic field" acting on particle $k$. The condition $H_{k}=H_{l}$ for all $k \neq l$ (uniform magnetic field) can be used in the final results, if so desired, but it is convenient in their derivation to work with the set $\left\{H_{k}\right\}$.

The canonical partition function $Z$ for the system described by (1)-(3) is

$$
\begin{align*}
Z(\mathbf{H}) & =\left(\Lambda^{N} N!\right)^{-1} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d \mathbf{x}^{N} \exp \left[-\beta U_{H}(\mathbf{x})\right] \\
& =\left(\Lambda^{N} N!\right)^{-1} Z_{c}(\mathbf{H}) \tag{4}
\end{align*}
$$

The last line defines the configurational partition function, $Z_{c}(\mathbf{H}) . \Lambda$ is the thermal wavelength, $\Lambda=$ $\left(2 \pi m / \beta h^{2}\right)^{\frac{1}{2}}$, which depends nontrivially on the inverse temperature $\beta$ and the mass $m$ of the oscillators; $h$ is Planck's constant.

For $\mathbf{H}=\left(H_{1}, \cdots, H_{N}\right)=\mathbf{0}, Z_{c}(\mathbf{0})$ can be evaluated explicitly by transforming to a basis in which $\mathbf{J}$ is diagonal. The result, ${ }^{20}$ which is well known, is

$$
\begin{equation*}
Z_{c}(\mathbf{0})=(2 \pi / \beta)^{N / 2}(\operatorname{det} \mathbf{J})^{-\frac{1}{2}} \tag{5}
\end{equation*}
$$

Notice that $\operatorname{det} \mathbf{J}>0$ since $\mathbf{J}$ is positive-definite. For $\mathbf{H} \neq \mathbf{0}$, a similar procedure is possible. Let $\mathbf{R}$ denote the real-orthogonal matrix which diagonalizes J, i.e.,

$$
\begin{equation*}
\mathbf{R J R}^{-1}=\mathbf{D} \tag{6}
\end{equation*}
$$

where $\mathbf{D}$ is a diagonal matrix whose elements $D_{i i}=$ $\lambda_{i}^{2}>0$ are the eigenvalues of $\mathbf{J} .{ }^{21}$ Define $\mathbf{y}=\mathbf{R x}$, so that, using an obvious inner product notation,

$$
\begin{equation*}
U_{H}(\mathbf{x})=\frac{1}{2}(\mathbf{y}, \mathbf{D} \mathbf{y})-(\mathbf{y}, \mathbf{R H}) \equiv \bar{U}_{H}(\mathbf{y}) . \tag{7}
\end{equation*}
$$

Since $\mathbf{R}$ is real-orthogonal, the Jacobian of the $\mathbf{x} \rightarrow \mathbf{y}$ transformation is unity, and

$$
\begin{equation*}
Z_{c}(\mathbf{H})=\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d \mathbf{y}^{N} \exp \left[-\beta \bar{U}_{H}(\mathbf{y})\right] . \tag{8}
\end{equation*}
$$

Rewriting (7) as

$$
\begin{equation*}
\bar{U}_{H}(\mathrm{y})=\frac{1}{2} \sum_{i=1}^{N} \lambda_{i}^{2}\left[y_{i}-(\mathbf{R H})_{i} \lambda_{i}^{-2}\right]^{2}-\frac{1}{2} \sum_{k=1}^{N}(\mathbf{R H})_{k}^{2} \lambda_{k}^{-2} \tag{9}
\end{equation*}
$$

and defining new variables $z_{i}=y_{i}-(\mathbf{R H})_{i} \lambda_{i}^{-2}$, it is clear that

$$
\begin{align*}
Z_{c}(\mathbf{H}) & =Z_{c}(\mathbf{0}) \exp \left[\frac{1}{2} \beta \sum_{i=1}^{N}(\mathbf{R H})_{i}^{2} \lambda_{i}^{-2}\right] \\
& =Z_{c}(\mathbf{0}) \exp \left[\frac{1}{2} \beta \sum_{j=1}^{N} \sum_{k=1}^{N} K_{j k} H_{j} H_{k}\right] \tag{10}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{K} \equiv \mathbf{J}^{-1} \tag{11}
\end{equation*}
$$

is the inverse of $\mathbf{J}$, i.e., the matrix with eigenvalues $\left\{\lambda_{i}^{-2}\right\}$.

Notice that the existence of $\mathbf{K}$ is insured by the positive definiteness of $\mathbf{J}$. Also, $\mathbf{K}$ is positive definite since its eigenvalues are all positive, and it is symmetric because $\mathbf{J}$ is. That is, the transpose of $\mathbf{J K}=\mathbf{K J}=\mathbf{I}$ is $\mathbf{K}^{T} \mathbf{J}=\mathbf{J} \mathbf{K}^{T}=\mathbf{I}$; thus $\mathbf{K}^{T}=\mathbf{K}$.

## III. CORRELATION FUNCTIONS AND CUMULANTS

The correlation function $\left\langle x_{l}\right\rangle$ is defined by

$$
\begin{align*}
\left\langle x_{l}\right\rangle & =\left[Z_{c}(\mathbf{H})\right]^{-1} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d \mathbf{x}^{N}\left(x_{l}\right) \exp \left[-\beta U_{H}(\mathbf{x})\right] \\
& =\beta^{-1} \frac{\partial}{\partial H_{l}}\left[\ln Z_{c}(\mathbf{H})\right] \\
& =\sum_{j=1}^{N} K_{l j} H_{j} \\
& =(\mathbf{K} \mathbf{H})_{l} . \tag{12}
\end{align*}
$$

The symmetry of $\mathbf{K}$ was employed in conjunction with Eq. (10) in obtaining the third line in (12).

The binary correlation function $\left\langle x_{l} x_{m}\right\rangle$ can be written

$$
\begin{align*}
\left\langle x_{l} x_{m}\right\rangle= & {\left[Z_{c}(\mathbf{H})\right]^{-1} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d \mathbf{x}^{N}\left(x_{l} x_{m}\right) } \\
& \left.\times \exp \left[-\beta U_{H} \mathbf{x}\right)\right] \\
= & -\left(1+\delta_{l m}\right) \beta^{-1}\left(\frac{\partial}{\partial J_{l m}} \ln Z_{c}(\mathbf{H})\right) . \tag{13}
\end{align*}
$$

The factor $\left(1+\delta_{l m}\right)$, where $\delta_{l m}$ is the Kronecker delta, arises because of the symmetry of $\mathbf{J}$. Using (5) and (10), the right-hand side of (13) can be evaluated explicitly. This process, though instructive, is somewhat tedious and is carried out in the appendix. An equivalent and more direct approach to obtain $\left\langle x_{l} x_{m}\right\rangle$ is to recognize that, due to the structure of $U_{H}(\mathbf{x})$,

$$
\begin{equation*}
\frac{\partial\left\langle x_{l}\right\rangle}{\partial H_{m}}=\beta\left[\left\langle x_{l} x_{m}\right\rangle-\left\langle x_{l}\right\rangle\left\langle x_{m}\right\rangle\right] . \tag{14}
\end{equation*}
$$

Using (12), it is seen that

$$
\begin{equation*}
\frac{\partial\left\langle x_{l}\right\rangle}{\partial H_{m}}=K_{l m}, \tag{15}
\end{equation*}
$$

whereupon (14) reduces to

$$
\begin{equation*}
\left\langle x_{l} x_{m}\right\rangle=\beta^{-1} K_{l m}+(\mathbf{K H})_{l}(\mathbf{K H})_{m} . \tag{16}
\end{equation*}
$$

Of course, the analysis beginning with (13)
(see Appendix) also leads to (16).
In analogy with (14), higher order correlation functions can be obtained generally by differentiating lower order functions. The differentiations can be carried out with respect to components of $\mathbf{H}$ or elements of $\mathbf{J}$. For example,

$$
\begin{equation*}
\frac{\partial\left\langle x_{l} x_{m}\right\rangle}{\partial H_{n}}=\beta\left(\left\langle x_{l} x_{m} x_{n}\right\rangle-\left\langle x_{l} x_{m}\right\rangle\left\langle x_{n}\right\rangle\right) . \tag{17}
\end{equation*}
$$

Using (16), the left hand side of (17) can be evaluated explicitly, in which case (17) can be rearranged to
read

$$
\begin{align*}
\left\langle x_{l} x_{m} x_{n}\right\rangle=\left\langle x_{l} x_{m}\right\rangle\left\langle x_{n}\right\rangle & +\left\langle x_{l} x_{n}\right\rangle\left\langle x_{m}\right\rangle \\
& +\left\langle x_{m} x_{n}\right\rangle\left\langle x_{l}\right\rangle-2\left\langle x_{l}\right\rangle\left\langle x_{m}\right\rangle\left\langle x_{n}\right\rangle . \tag{18}
\end{align*}
$$

An equivalent procedure for obtaining $\left\langle x_{l} x_{m} x_{n}\right\rangle$ is to write
$\frac{\partial\left\langle x_{n}\right\rangle}{\partial J_{l m}}=-\beta\left[\left\langle x_{l} x_{m} x_{n}\right\rangle-\left\langle x_{l} x_{m}\right\rangle\left\langle x_{n}\right\rangle\right]\left(1+\delta_{l m}\right)^{-1}$.
Using (12) and (A6), one again is led to (18).
The above discussion can be generalized and extended in scope in the following way. Let $P$ denote the set of all particle indices $(1,2, \cdots, N)$ and let $A$ denote a subset of $P$; i.e., $A \subset P$. Further, define $X_{A}$ by

$$
\begin{equation*}
X_{A}=\prod_{i \in A} x_{i} . \tag{20}
\end{equation*}
$$

The various correlation functions $\left\langle X_{A}\right\rangle$ can be generated conveniently in terms of the cumulants ${ }^{22}$ of the canonical probability distribution. The cumulants may be defined as follows. For a set of $N$ real numbers $\left\{\xi_{k}\right\}, 1 \leq k \leq N$, consider the "moment generating function"

$$
\begin{align*}
& \left\langle\exp \left[\sum_{k=1}^{N} \xi_{k} x_{k}\right]\right\rangle \\
& \quad=\sum_{v_{1}=0}^{\infty} \cdots \sum_{v_{N}=0}^{\infty}\left[\prod_{j=1}^{N} \frac{\xi_{j}^{y_{j}}}{v_{j}!}\right]\left\langle x_{1}^{\nu_{1}} \cdots x_{N}^{\left.v_{N}\right\rangle}\right\rangle \\
& \quad \equiv \exp \left\{\sum_{\left\{v_{j}\right\rangle}^{\prime}\left[\prod_{j=1}^{N} \frac{\xi_{j}^{v_{j}}}{v_{j}!}\right]\left\langle x_{1}^{\gamma_{1}} \cdots x_{N}^{v /}\right\rangle_{c}\right\} . \tag{21}
\end{align*}
$$

In the last line, each $\boldsymbol{v}_{\boldsymbol{i}}$ runs from zero to infinity, but the primed summation excludes the term for which $\boldsymbol{v}_{i}=0$ for every $i, 1 \leq i \leq N$. For a given set of integers ( $\nu_{1}, \cdots, v_{N}$ ) (not all zero), (21) defines the cumulants $\left\langle x_{1}^{v_{1}} \cdots x_{N}^{v_{N}}\right\rangle_{c}$. If $v_{i}=1$ for $i \in A$ and $v_{i}=0$ for $i \notin A$, then the latter cumulant is written simply as $\left\langle X_{A}\right\rangle_{c}$. Clearly, since

$$
\begin{equation*}
\left\langle X_{A}\right\rangle=\left.\left[\prod_{i \in A} \frac{\partial}{\partial \xi_{i}}\right]\left\langle\exp \left[\sum_{k=1}^{N} \xi_{k} x_{k}\right]\right\rangle\right|_{\xi=0}, \tag{22}
\end{equation*}
$$

$\left\langle X_{A}\right\rangle$ can be related to the cumulants, using (21). In fact, it turns out ${ }^{22}$ that each correlation function $\left\langle X_{A}\right\rangle$ is expressible in terms of the corresponding cumulant $\left\langle X_{A}\right\rangle_{c}$ and products of lower order cumulants; similarly $\left\langle X_{A}\right\rangle_{c}$ can be expressed in terms of $\left\langle X_{A}\right\rangle$ and products of lower order correlation functions. For example,

$$
\begin{equation*}
\left\langle x_{\imath}\right\rangle=\left\langle x_{\nu}\right\rangle_{c} \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle x_{l} x_{m}\right\rangle=\left\langle x_{l} x_{m}\right\rangle_{c}+\left\langle x_{l}\right\rangle_{c}\left\langle x_{m}\right\rangle_{c} . \tag{24}
\end{equation*}
$$

It can be shown ${ }^{23}$ that, in general,

$$
\begin{equation*}
\left\langle X_{A}\right\rangle=\Sigma^{\prime \prime} \prod_{i}\left\langle X_{B_{i}}\right\rangle_{c}, \tag{25}
\end{equation*}
$$

where the doubly-primed summation is over all partitions of $A$ into distinct sets $B_{i}$, whose union $\bigcup B_{i}$ is $A$ itself. For each term in the series, $i$ runs over the number of elements in the corresponding partition.

Equation (25) is instrumental in proving the theorems in the next section. A further property which is needed is: For the coupled-oscillator model,

$$
\begin{equation*}
\left\langle\prod_{i=1}^{N} x_{i}^{v_{i}}\right\rangle_{c}=0 \quad \text { for } \quad \sum_{i=1}^{N} v_{i} \geq 3 \tag{26}
\end{equation*}
$$

This property is well known (being most commonly stated for $H_{k}=0,1 \leq k \leq N$ ) to statisticians familiar with the multivariate normal distribution. ${ }^{24}$ It can be proved as follows. With the aid of (10), the moment generating function of (21) can be evaluated explicitly. The result is

$$
\begin{align*}
\left\langle\exp \left[\sum_{k=1}^{N} \xi_{k} x_{k}\right]\right\rangle=\frac{Z_{c}\left(\mathbf{H}+\beta^{-1} \xi_{)}\right)}{Z_{c}(\mathbf{H})} \\
\quad=\frac{\exp \left[\frac{1}{2} \beta \sum_{j=1}^{N} \sum_{k=1}^{N} K_{j k}\left(H_{j}+\beta^{-1} \xi_{j}\right)\left(H_{k}+\beta^{-1} \xi_{k}\right)\right]}{\exp \left[\frac{1}{2} \beta \sum_{j=1}^{N} \sum_{k=1}^{N} K_{j k} H_{j} H_{k}\right]} \tag{27}
\end{align*}
$$

It follows from (21) that

$$
\begin{align*}
&\left.\sum_{\left\{v_{i}\right\}}^{\prime}\right\}\left[\prod_{j=1}^{N} \frac{\xi_{j}^{v_{j}}}{v_{j}!}\right]\left\langle x_{1}^{\nu_{1}} \cdots x_{N}^{v_{N}}\right\rangle_{c} \\
&=\frac{1}{2} \sum_{j=1}^{N} \sum_{k=1}^{N} K_{j k}\left(\beta^{-1} \xi_{j} \xi_{k}+2 \xi_{j} H_{k}\right) . \tag{28}
\end{align*}
$$

Equating coefficients of $\left(\Pi_{j} \xi_{j}^{v_{j}}\right)$ on each side of (28), it is immediately clear that (26) is true.

## IV. CORRELATION INEQUALITIES

Having developed the basic mathematical formalism in the last section, it is now possible to obtain the desired Griffiths-type correlation inequalities, which are:

GTI: $\quad\left\langle X_{A}\right\rangle \geq 0$ for all $A \subset P$.
GTIIa: $\partial\left\langle X_{A}\right\rangle / \partial H_{n} \geq 0$ for all $A \subset P$ and

$$
1 \leq n \leq N
$$

GTIIb: $\partial\left\langle X_{A}\right\rangle / \partial J_{m n} \leq 0$ for all $A \subset P$ and

$$
1 \leq n, m \leq N
$$

GTIIa and GTIIb are referred to collectively simply as GTII. The major results which follow are stated in theorem form, for precision.

Theorem 1: For a classical system of coupled oscillators defined by (1)-(3), sufficient conditions for GTI and GTII are that the inverse matrix $K=\mathbf{J}^{-1}$ and the external field $\mathbf{H}$ be such that: (i) $K_{l m} \geq 0$ for $1 \leq l \leq N, \quad 1 \leq m \leq N$ and (ii) $\sum_{j=1}^{N} K_{l j} H_{j} \geq 0$ for $1 \leq l \leq M$.

Proof: From (26) it follows that the only nonzero cumulants are $\left\langle x_{l}\right\rangle_{c}$ and $\left\langle x_{l} x_{m}\right\rangle_{c}$ for $1 \leq m, l \leq N$. Furthermore, since $\left\langle x_{l}\right\rangle_{c}=\left\langle x_{l}\right\rangle$, it follows from (12) that

$$
\begin{equation*}
\left\langle x_{l}\right\rangle_{c}=\sum_{j=1}^{N} K_{l j} H_{j} \tag{29}
\end{equation*}
$$

From (12), (16), and (24) one obtains

$$
\begin{equation*}
\left\langle x_{l} x_{m}\right\rangle_{c}=\beta^{-1} K_{l m} \tag{30}
\end{equation*}
$$

Clearly, if (29) and (30) are nonnegative for $1 \leq l$, $m \leq N$, then, due to (25), all moments $\left\langle X_{A}\right\rangle$ are guaranteed to be nonnegative. This proves the statement of Theorem 1 regarding GTI.

From (29), (30), and (A6) one has

$$
\begin{array}{r}
\frac{\partial\left\langle x_{l} x_{m}\right\rangle_{c}}{\partial H_{n}}=0 \\
\frac{\partial\left\langle x_{l}\right\rangle_{c}}{\partial J_{m n}}=-\left(1-\delta_{m n}\right)\left[K_{l m}\left\langle x_{n}\right\rangle_{c}+K_{l n}\left\langle x_{m}\right\rangle_{c}\right] \\
\\
-\delta_{m n} K_{l m}\left\langle x_{m}\right\rangle_{c} \\
\frac{\partial\left\langle x_{l} x_{m}\right\rangle_{c}}{\partial J_{n r}}=-\beta^{-1}\left[\left(K_{l n} K_{m r}+K_{l r} K_{m n}\right)\left(1-\delta_{n r}\right)\right.  \tag{34}\\
\\
\left.+K_{l n} K_{m n} \delta_{n r}\right] .
\end{array}
$$

Due to (25), derivatives of $\left\langle X_{A}\right\rangle$ consist of derivatives of sums of products of 1- and 2-particle cumulants. But (31)-(34) together with the nonnegativity of (29) and (30) [conditions (i) and (ii)] insure that each resulting term is nonnegative for $H_{n}$-derivatives and nonpositive for $J_{m n}$-derivatives. This proves the statement regarding GTII.

Remarks: The condition $K_{l m} \geq 0$ for all pairs ( $l, m$ ) does not imply the same property for $\mathbf{J}$, nor does it imply that the off-diagonal elements of $\mathbf{J}$ are all negative. For example, for $N=3$, consider

$$
\mathbf{J}=\left(\begin{array}{rrr}
9 & -36 & 30 \\
-36 & 192 & -180 \\
30 & -180 & 180
\end{array}\right), \quad \mathbf{K}=\left(\begin{array}{ccc}
1 & \frac{1}{2} & \frac{1}{3} \\
\frac{1}{2} & \frac{1}{3} & \frac{1}{4} \\
\frac{1}{3} & \frac{1}{4} & \frac{1}{5}
\end{array}\right)
$$

Here, $\operatorname{det} \mathbf{J}=2160$ and all subdeterminants $J^{(k)}=$ $\operatorname{det}\left(J_{i j}\right), 1 \leq i, j \leq k$ are positive; thus, $\mathbf{J}$ is positive definite. ${ }^{25}$ The diagonal elements of $\mathbf{J}$ are all positive, as they must be, while $J_{12}=J_{21}<0, J_{23}=J_{32}<0$, but $J_{13}=J_{31}>0$. It is concluded that the condition $K_{i j} \geq 0$ for all pairs $(i, j)$ does not demand that the off-diagonal elements of $\mathbf{J}$ all have the same algebraic sign. Furthermore, by reversing the choices of $\mathbf{J}$ and $K$ above, one sees that if $\mathbf{J}$ has all nonnegative elements, $K$ need not have all nonnegative elements, and therefore Theorems 1 and 2 do not apply in general when $J_{i j} \geq 0$ for all pairs $(i, j)$.

On the other hand, suppose $J_{i j} \leq 0$ for all pairs $i \neq j$, and that $J_{i i}>0$ for all $i$. (Recall that $J_{i j} \leq 0$, $i \neq j$, corresponds to ferromagnetic coupling in the Ising model.) Then one may appeal to the following lemma.

Lemma 1 (Stieltjes-Ostrowski): If $\mathbf{J}$ is an $N \times . N$ positive-definite matrix with the property $J_{i j} \leq 0$ for $i \neq j$, then $\mathbf{K}=\mathbf{J}^{-1}$ has the property $K_{l m} \geq 0$ for $1 \leq l \leq N, 1 \leq m \leq N$.

Remarks: This lemma was proved first by Stieltjes ${ }^{26}$ for positive-definite, real matrices, and only for strict inequalities $\left(J_{i j}<0, i \neq j, K_{l m}>0\right)$. The generalization to $J_{i j} \leq 0$ for $i \neq j$ is due to Ostrowski. ${ }^{27}$ Ostrowski's proof is less restrictive in that it holds for a class of real matrices (" $M$-matrices") which contains the class of positive definite matrices. [A real matrix is an $M$-matrix if: (i) its diagonal elements are positive, (ii) its off-diagonal elements are nonpositive, (iii) its determinant and all its principal subdeterminants are positive. ${ }^{28}$ ]

Theorem 2: For the system of Theorem 1 a sufficient set of conditions for GTI and GTII is
(i) $J_{i j} \leq 0, i \neq j$
and
(ii) $\sum_{l=1}^{N} K_{j l} H_{l} \geq 0$ for $1 \leq j \leq N$.

Proof: By Lemma 1, (i) implies that $K_{l m} \geq 0$ for all pairs ( $l, m$ ). Thus, (i) and (ii) reduce to the sufficiency conditions of Theorem 1.

Remarks: A special case of (ii) is $H_{l} \geq 0$ for $1 \leq$ $l \leq N$. This contains the uniform field case: $H_{l}=$ $H \geq 0,1 \leq l \leq N$.

Theorem 3: For the system of Theorem 1, a necessary and sufficient condition for GTI and GTII to hold for all $H_{k} \geq 0,1 \leq k \leq N$, is $K_{l m} \geq 0$ for $1 \leq l \leq N, 1 \leq m \leq N$.

Proof: The sufficiency part is clear from Theorem 1. The necessity can be seen as follows. If $\left\langle x_{l}\right\rangle=$ $\sum K_{l j} H_{j} \geq 0$ for all $H_{j} \geq 0$ and for all $l$, then $K_{l j} \geq 0$ for all pairs $(l, j)$. This is necessary since, for example, if $K_{l j}<0$ for $j=p$, then one could choose $H_{j}=0$ for $j \neq p$ and $H_{v}>0$, whereupon the contradiction $\left\langle x_{l}\right\rangle<0$ would occur. Thus $K_{l j} \geq 0$ for all pairs $(l, j)$ is necessary for $\left\langle x_{l}\right\rangle \geq 0$ for all $l$. Furthermore, the nonnegativity of $K$ is necessary for

$$
\left\langle x_{l} x_{m}\right\rangle=\beta^{-1} K_{l m}+\left(\sum K_{l i} H_{i}\right)\left(\sum K_{m j} H_{j}\right) \geq 0
$$

To see this, choose $H_{j}=0$ for all $j$, whereupon $\left\langle x_{l} x_{m}\right\rangle=\beta^{-1} K_{l m}$. This completes the proof.

Remarks: Theorem 3 holds, in particular, for the uniform field case $H_{k}=H$ for $1 \leq k \leq N$, and all $H \geq 0$. A further special case of interest is that for which $H \equiv 0$.

The following theorem is included here because it provides a necessary and sufficient condition on the matrix $\mathbf{J}$ such that $\mathbf{K}=\mathbf{J}^{-1}$ has all positive elements. The theorem is relatively complicated to state and its proof is nontrivial. The interested reader is directed to the paper by Fiedler and Pták ${ }^{29}$ for the details. In Sec. VI the physical implications of this necessary and sufficient condition are examined.

Theorem 4 (Fiedler-Pták): Let $\delta_{0}$ denote the class of real matrices $\mathbf{B}$ with the property that there exists a vector $\mathbf{x}^{0} \neq 0$ with components $x_{i}^{0} \geq 0,1 \leq i \leq N$, for which the components $\left(\mathbf{B x}^{0}\right)_{l} \geq 0,1 \leq l \leq N$. Let $\mathcal{H}$ denote the class of all real matrices $\mathbf{J}$ such that: (i) $\mathbf{J} \in \mathbf{S}_{0}$ and (ii) no submatrix obtained from $\mathbf{J}$ by omitting at least one column thereof belongs to $S_{0}$. Then, $\mathbf{J}^{-1}$ has all positive elements if and only if $\operatorname{det}(\mathbf{J}) \neq 0$ and $\mathbf{J} \in \mathcal{M}$.

## V. THERMODYNAMIC RAMIFICATIONS

In this section several monotonicity properties of the thermodynamic potentials are proved for coupledoscillator systems for which $J_{i j} \leq 0$ and $H_{j} \geq 0$ for $1 \leq i, j \leq N$. These properties are implied by Lemma 1 and Theorem 2 of Sec. IV, and are summarized in Theorems 5 and 6 below. A similar investigation without the above restrictions on $J$ and $\mathbf{H}$ is possible (but it is less transparent) and is left as an exercise for the interested reader.

Theorem 5: For the system of Theorem 1, with $J_{i j} \leq 0, i \neq j$ and $H_{k} \geq 0,1 \leq k \leq N$, the average total energy and Helmholtz free energy are monotone decreasing functions of each $H_{k}, 1 \leq k \leq N$. The entropy is independent of the set $\left\{H_{k}\right\}$.

Proof: From (1), (3), (12), and (16) one obtains

$$
\begin{align*}
\left\langle U_{H}\right\rangle & =\frac{1}{2} \sum_{k=1}^{N} \sum_{l=1}^{N} J_{k l}\left\langle x_{k} x_{l}\right\rangle-\sum_{k=1}^{N} H_{k}\left\langle x_{k}\right\rangle \\
& =N / 2 \beta-\frac{1}{2} \sum_{k=1}^{N} \sum_{l=1}^{N} K_{k l} H_{k} H_{l} . \tag{35}
\end{align*}
$$

Therefore, using (12), (35), and Theorem 2,

$$
\begin{equation*}
\frac{\partial\left\langle U_{H}\right\rangle}{\partial H_{n}}=-\left\langle x_{n}\right\rangle \leq 0 \text { for } 1 \leq n \leq N . \tag{36}
\end{equation*}
$$

The average total energy, $\langle E\rangle$ is simply $\left\langle U_{H}\right\rangle$ plus the average kinetic energy, which is easily seen to be $N / 2 \beta$. Therefore,

$$
\begin{equation*}
\frac{\partial\left\langle U_{H}\right\rangle}{\partial H_{n}}=\frac{\partial\langle E\rangle}{\partial H_{n}} \leq 0 \quad \text { for } \quad 1 \leq n \leq N \tag{37}
\end{equation*}
$$

The Helmholtz free energy $F=-\beta^{-1} \ln Z$ satisfies

$$
\begin{equation*}
\frac{\partial F}{\partial H_{n}}=-\left\langle x_{n}\right\rangle \leq 0 \quad \text { for } \quad 1 \leq n \leq N \tag{38}
\end{equation*}
$$

The entropy is $S=k \beta(\langle E\rangle-F)$ and, using (36)-(38), it becomes clear that

$$
\begin{equation*}
\frac{\partial S}{\partial H_{n}}=0 \quad \text { for } \quad 1 \leq n \leq N \tag{39}
\end{equation*}
$$

The results (37)-(39) establish the desired theorem.
Remarks: The monotonicity properties for the energy and Helmholtz free energy are shared by a general class of ferromagnetic Ising models. ${ }^{8}$ For the latter, the entropy is also a monotone decreasing function of the external field components. Here, this is also the case technically. ( $S$ is both monotone decreasing and increasing!) However, the present entropy behavior is clearly far removed from that of the Ising model. The entropy constancy is discussed further in Sec. VI. Notice that, for $\mathbf{H}=0$, one obtains $\langle E\rangle=N / \beta$, which is consistent with the well-known equipartition theorem.

Theorem 6: For the system of Theorem 1, with $J_{i j} \leq 0, i \neq j$, and $H_{k} \geq 0,1 \leq k \leq N$, the average total energy and Helmholtz free energy are monotone increasing functions, and the entropy is a monotone decreasing function of the coupling coefficients $\left\{J_{i j}\right\}$.

Proof: From (35), using (A6), one obtains

$$
\begin{equation*}
\frac{\partial\left\langle U_{H}\right\rangle}{\partial J_{m n}}=\frac{1}{2}\left(2-\delta_{m n}\right)\left\langle x_{n}\right\rangle\left\langle x_{m}\right\rangle \geq 0 . \tag{40}
\end{equation*}
$$

The inequality follows from Theorem 2. It follows
that

$$
\begin{equation*}
\frac{\partial\left\langle U_{H}\right\rangle}{\partial J_{m n}}=\frac{\partial\langle E\rangle}{\partial J_{m n}} \geq 0 \text { for } 1 \leq m, n \leq N \tag{41}
\end{equation*}
$$

Furthermore, it is a straightforward exercise to show that
$\frac{\partial F}{\partial J_{m n}}=\frac{1}{2}\left(2-\delta_{m n}\right)\left\langle x_{m} x_{n}\right\rangle \geq 0 \quad$ for $\quad 1 \leq m, n \leq N$.

Again, the inequality follows from Theorem 2. Finally, using (40)-(42), one sees that
$\frac{\partial S}{\partial J_{m n}}=-\frac{1}{2} k\left(2-\delta_{m n}\right) K_{m n} \leq 0$ for $1 \leq m, n \leq N$.
The results (41)-(43) establish Theorem 6.
Remarks: For ferromagnetic Ising models, the energy, Helmholtz free energy, and entropy are all monotone decreasing functions of the (positive) coupling coefficients. ${ }^{8}$ The first two properties are actually shared in essence by the present model, the opposite sense of the inequalities being due solely to the absence of a minus one prefactor in $U(\mathbf{x})$, Eq. (1). The entropy property here is identical in form with that for Ising ferromagnets.

## VI. DISCUSSION

## A. Major Results

The present analysis yields new results regarding the nature and scope of Griffiths-type inequalities. The content of Theorem 2 provides a direct analog of Griffiths' first (GTI) and second (GTII) inequalities for Ising ferromagnets. Theorem 1 provides broad sufficiency conditions for Griffiths-type inequalities and Theorem 3 provides a necessary and sufficient condition for these inequalities. The sense of the inequality GTIIb is opposite to that for Ising models, but this is due simply to the absence of a prefactor minus one in the zero field potential energy, Eq. (1). Of course, the coupled oscillator model is more simple and less interesting than the Ising model. ${ }^{30}$ On the other hand, it is apparently the only nontrivial model for which such detailed information regarding correlation inequalities is known. In view of the strong resemblance of its potential energy structure and resulting correlation inequalities with their Ising model counterparts, it seems reasonable to use it in an attempt to deepen the understanding of correlation inequalities. Presumably, corresponding sufficiency conditions for the Ising model, which are broader than simply the criterion of ferromagnetic coupling, and also necessary and sufficient conditions, will be
found ultimately. Perhaps the present results will aid or at least provide further stimulus for such efforts.

## B. Physical Interpretation

For a 1-dimensional coupled oscillator system, the condition $J_{m n} \leq 0$ for $m \neq n$ is physically reasonable since the force on particle $m$ due to its pair interaction with particle $n$ is $F_{m, n}=-J_{m n} x_{n}$. This is expected to be positive (negative) when $x_{n}>0\left(x_{n}<0\right)$, which implies $J_{m n}<0$. Thus, if one particle is shifted to the right all other particles with which it interacts tend to shift to the right as well. This statement makes the inequality $\left\langle X_{A}\right\rangle \geq 0$, which means in essence that the oscillator positions are correlated positively, intuitively reasonable. The effect of a positive field $H_{k}$ is to shift each average value $\left\langle x_{l}\right\rangle$ to the right, which tends to enhance the positive correlations between positions. These statements give physical meaning to GTI and GTIIa.

Since an algebraic increase of an off-diagonal element, $J_{m n}<0$, decreases the magnitude of the force $F_{m, n}=-J_{m n} x_{n}$ for a given value of $x_{n}$, it is expected that $\left\langle x_{m} x_{n}\right\rangle$ decreases correspondingly. Similarly, one expects the general correlation functions $\left\langle X_{A}\right\rangle$ to decrease under a decrease of some $J_{m n}$. This explains GTIIb in physical terms.

## C. Entropy and Order

The thermodynamic monotonicity properties can also be argued on physical grounds. Consider here the entropy property. Since an increase in $J_{m n}$ for $m \neq n\left(J_{m n}<0\right)$ decreases the magnitude $\left|J_{m n}\right|$, this corresponds to weaker coupling between particles $m$ and $n$. This, in turn, tends to increase the localization of the particles in the neighborhoods of their respective equilibrium sites; this increased localization may be thought of as increased order. Similarly, the increase of a (positive) diagonal coefficient $J_{i i}$ increases the localization of particle $i$ relative to its equilibrium position. Again, the order increases. These statements are consistent with Theorem 5, using the idea that an increase in order is reflected by a decrease in entropy. ${ }^{31,32} \mathrm{An}$ increase in a component $H_{k} \geq 0$ shifts each particle's average position to the right (not necessarily all by the same amount) and has no net effect on the systems order; thus $S$ is unchanged under such a variation (Theorem 5).

## D. Fiedler-Ptak Theorem

It seems likely that, on the basis of Lemma 1, the condition $K_{i j} \geq 0$ for all pairs ( $i, j$ ) is implied for a large class of matrices $\mathbf{J}$, which have "predominantly
nonpositive, off-diagonal elements." For example, the $3 \times 3$ matrix illustrated in Sec. IV has this property by virtually any reasonable definition thereof. (One such criterion is, say, $\sum_{i<j} \sum_{i j}<0$; for the $3 \times 3$ example this sum equals -186 .) Some such condition would presumably be sufficient for the nonnegativity of $\mathbf{K}$. On the other hand, Theorem 4 gives necessary and sufficient conditions on $\mathbf{J}$ for the positivity of $\mathbf{K}$ (i.e., $K_{i j}>0,1 \leq i, j \leq N$ ). It is natural to ask what physical information, if any, can be extracted from the highly abstract statement of this theorem. It is shown below that the above intuitive reasoning is correct and that Theorem 4 has a pleasing interpretation.

Using the notation of Theorem 4, note first that every positive-definite matrix $\mathbf{J}$ is contained in the set $\delta_{0}$. This point is proved in the paper by Fiedler and Pták. ${ }^{29}$ This means that for the coupled oscillator problem there exists a nonzero $\mathbf{x}^{0}$, with nonnegative components, such that $\sum_{j} J_{i j} x_{j}^{0} \geq 0$ for $1 \leq i \leq N$. Notice, however, that for the zero external field case, the net force on particle $i$ is

$$
\begin{equation*}
F_{i}=-\frac{\partial U}{\partial x_{i}}=-\sum_{j=1}^{N} J_{i j} x_{j} . \tag{44}
\end{equation*}
$$

Therefore, the statement $\mathbf{J} \in \mathbf{S}_{\mathbf{0}}$ means that there exists a nonequilibrium configuration $\mathbf{x}^{0}$ for which no oscillator lies to the left of its equilibrium site, and for which the net force on each particle is either zero or is directed toward the left, i.e.,

$$
\begin{equation*}
F_{i}^{0} \leq 0 \quad \text { for } \quad 1 \leq i \leq N \tag{45}
\end{equation*}
$$

It is instructive to examine condition (45) for the special case for which $J_{i j} \leq 0, i \neq j$. Then,

$$
\begin{equation*}
F_{i}^{0}=-\left|J_{i i} x_{i}^{0}\right|+\sum_{j \neq i}\left|J_{i j} x_{j}^{0}\right| \tag{46}
\end{equation*}
$$

and (45) means: For some nonequilibrium configuration of the above type, the force on each particle due to the binding to its equilibrium site is not exceeded by the net force due to the remaining $N-1$ oscillators. The former is directed to the left and the latter to the right.
Now, returning to the statement of Theorem 4, let $\mathfrak{R}$ denote a proper subset of the index set $P$, and suppose column $r$ is removed from $\mathbf{J}$ for each $r \in \mathfrak{R}$. The condition $\mathbf{J} \notin \mathbf{S}_{0}$ means that for each set $\mathcal{R} \subset P$

$$
\begin{equation*}
F_{i}^{0}(\mathcal{R}) \equiv-\sum_{j \notin \mathbb{R}} J_{i j} x_{j}^{0}>0 \tag{47}
\end{equation*}
$$

for at least one value of $i$, for every nonequilibrium set
$\left\{x_{i}^{0} \geq 0\right\}$. This may be interpreted as a condition for "predominantly nonpositive off-diagonal elements," confirming the above intuitive expectations regarding such a condition.

For the special case, $J_{i j} \leq 0, i \neq j$, one has

$$
\begin{equation*}
F_{i}^{0}(\mathbb{R})=-\left|J_{i i} x_{i}^{0}\right|+\sum_{\substack{j \neq \mathcal{R} \\ j \neq i}}\left|J_{i j} x_{j}^{0}\right|, \text { for } i \notin \mathcal{R}, \tag{48}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{i}^{0}(\mathbb{R})=\sum_{j \notin \mathbb{R}}\left|J_{i j} x_{j}^{0}\right| \quad \text { for } \quad i \in \mathcal{R} . \tag{49}
\end{equation*}
$$

If (46) is nonpositive for all $i \notin \mathcal{R}$, for some nonequilibrium configuration $\left\{x_{i}^{0} \geq 0\right\}$, so is (48), since nonnegative terms have been deleted from (46). However, (49) is intrinsically nonnegative for all $i \in \mathfrak{R}$, and for any nontrivial choice of the set $\left\{x_{i}^{0} \geq 0\right\}$. For this case, it is clear that for every $\mathcal{R} \subset P, J^{\mathbb{R}}$ (i.e., $\mathbf{J}$, with columns $r, r \in \mathcal{R}$, removed) does not lie in $S_{0}$. By definition then, $J \in \mathcal{K}$ and Theorem 4 applies. Physically, (49) means: The force on the $i$ th oscillator, excluding the coupling to its equilibrium site, and excluding any number of other couplings, is nonnegative for $\left\{x_{j}^{0} \geq 0\right\}$ and $\mathbf{x}^{0} \neq 0$.
Conditions similar to (45) and (47) may also be necessary and sufficient for Griffiths' Ising model inequalities, but this is left as an open question here.

## E. A Converse Problem

A question which is related to the converse of Theorem 4 has been posed by Kelly and Sherman ${ }^{2}$ in the context of the Ising model. In the present context, their question reads: What conditions on the correlation functions $\left\langle X_{A}\right\rangle$ imply that $J_{i j} \leq 0$ for $i \neq j$ ? According to (25), (26), (29), and (30), all correlation functions are expressible in terms of the elements of $\mathbf{K}$ and $\mathbf{H}$. Therefore, the Kelly-Sherman question for the present model is related to the following.

Question: What conditions on a real-symmetric, positive-definite matrix $\mathbf{K}$ imply that its inverse $\mathbf{J}$ satisfies $J_{i j} \leq 0$ for $i \neq j$ ?

## F. Quantum Mechanical Extension

It is natural to ask whether or not the present results apply to quantum mechanical systems with potential energy given by (1)-(3). Although the answer to this question is unknown at present, the problem leads to some interesting mathematical questions which are sketched briefly below. Note first that, since each particle's position and momentum no longer commute, the quantum coupled oscillator model is
not expected to be a suitable analog for the Ising model.

As in the classical case, the magnetic field contributions occur as a multiplicative factor in the canonical partition function. Denoting the partition function by $Z_{\mathrm{qm}}$ (qm stands for quantum-mechanical),

$$
\begin{equation*}
\mathrm{Z}_{\mathrm{qm}}(\mathbf{H})=\mathrm{Z}_{\mathrm{qm}}(\mathbf{0}) \exp \left[\frac{1}{2} \beta \sum_{j=1}^{N} \sum_{k=1}^{N} K_{j k} H_{j} H_{k}\right] \tag{50}
\end{equation*}
$$

The zero external field case, involving $Z_{q m}(\mathbf{0})$, has been discussed in part by Ford, Kac, and Mazur ${ }^{34}$ in a paper dealing primarily with time-dependent phenomena for coupled oscillators. They found that for particles of unit mass

$$
\begin{equation*}
\left\langle x_{l} x_{m}\right\rangle_{\mathrm{qm}}=\beta^{-1} L_{l m} \tag{51}
\end{equation*}
$$

where $\mathbf{L}$ is a real-symmetric, positive-definite matrix which commutes with $\mathbf{J}$ and $\mathbf{K}$, and which has eigenvalues

$$
\begin{equation*}
\mu_{i}^{2}=b \lambda_{i}^{-1} \operatorname{coth}\left(b \lambda_{i}\right), \tag{52}
\end{equation*}
$$

where

$$
\begin{equation*}
b=\hbar \beta / 2 . \tag{53}
\end{equation*}
$$

They showed also that the binary momentummomentum and momentum-position correlation functions satisfy

$$
\begin{equation*}
\left\langle p_{l} p_{m}\right\rangle_{\mathrm{qm}}=\beta^{-1}(K L)_{l m} \tag{54}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle p_{l} x_{m}\right\rangle_{\mathrm{qm}}=-\left\langle x_{l} p_{m}\right\rangle_{\mathrm{qm}}=\frac{1}{2} i \hbar \delta_{l m} . \tag{55}
\end{equation*}
$$

For small values of the parameter $b$ (classical limit), it is clear that

$$
\begin{equation*}
\mu_{i}^{2} \approx \lambda_{i}^{-2}+\frac{1}{3} b^{2} . \tag{56}
\end{equation*}
$$

This implies that, to order $b^{2}$,

$$
\begin{equation*}
\mathbf{L}=\mathbf{K}+\frac{1}{3} b^{2} I . \tag{57}
\end{equation*}
$$

Therefore, $\mathbf{L}$ has all nonnegative elements if $K$ does (or even if $K$ has very small, negative off-diagonal elements). It follows that for sufficiently small values of $b$, a sufficient condition for (51) and (54) to be nonnegative is that $\mathbf{K}$ be a nonnegative matrix. In turn, a sufficiency condition for $\mathbf{K}$ to be nonnegative is that $\mathbf{J}$ have nonpositive off-diagonal elements (Lemma 1).
For very large values of the parameter $b$ (extreme quantum limit),
and, apparently,

$$
\begin{align*}
& \mu_{i}^{2} \approx b \lambda_{i}^{-1}  \tag{58}\\
& \mathbf{L} \approx b \mathbf{K}^{\frac{1}{2}} \tag{59}
\end{align*}
$$

where $K^{\frac{1}{2}}$ is the unique (positive-definite) square root matrix of $\mathbf{K}$. If $\mathbf{K}^{\frac{1}{2}}$ has all nonnegative elements, then the same is true for $\mathbf{K}$. Therefore, if for very large values of $b,\left\langle x_{l} x_{m}\right\rangle_{\mathrm{qm}} \geq 0$ for all $(l, m)$, then the
corresponding classical result is implied. A meaningful discussion of the converse problem requires an answer to the following.

Question: Suppose the positive-definite matrix $\mathbf{K}$ has the property $K_{i j} \geq 0$ for all pairs ( $i, j$ ). What then is implied about the algebraic signs of $\left(K^{\frac{1}{2}}\right)_{i j}$ for $i \neq j$ ?

For intermediate values of $b$ one is led to questions of the following nature. Suppose that $\mathbf{K}$ and $\mathbf{L}$ are the two commuting, real-symmetric matrices defined above, with eigenvalues $\left\{\lambda_{i}^{-2}\right\}$ and $\left\{b \lambda_{i}^{-1} \operatorname{coth} b \lambda_{i}\right\}$, respectively.

Question (i): If $\mathbf{K}$ has all nonnegative elements, what then is implied about the algebraic signs of $L_{i j}$ for $i \neq j$ ?

Question (ii): If $\mathbf{J}=\mathbf{K}^{-1}$ has nonpositive, offdiagonal elements, what then is implied about the algebraic signs of $\left(L^{-1}\right)_{i j}$ for $i \neq j$ ?

Question (iii): The matrix $\mathbf{L}-\mathbf{K}$ has eigenvalues $\left\{b \lambda_{i}^{-1} \mathfrak{L}\left(b \lambda_{i}\right)\right\}$, where $\mathfrak{L}(x)$ is the Langevin function: $\mathcal{L}(x) \equiv \operatorname{coth}\left(x-x^{-1}\right)$. If $\mathbf{K}$ has all nonnegative elements, what then is implied about the algebraic signs of $(\mathbf{L}-\mathbf{K})_{i j}$ for $i \neq j$ ?

It appears that an understanding of correlation inequalities for quantum mechanical, coupled oscillators requires answers to well defined, but apparently nontrivial, mathematical questions such as those above.

Note added in proof: (a) S. Sherman [J. Math. Phys. 11, 2480 (1970)] has recently obtained necessary and sufficient conditions on the correlation functions to guarantee that an Ising magnet with two-body interactions, in a nonnegative external magnetic field, is a ferromagnet, i.e., $J_{i j} \geq 0$. This relates to Sec. VIE of the present paper.
(b) For the coupled-oscillator problem, suppose that $K_{l m} \leq 0$ for $l \neq m$. Then, by Lemma 1, $J_{i j} \geq 0$ for all $i, j$. Therefore, due to Eq. (30), a sufficient condition for "antiferromagnetic coupling" ( $J_{i j} \geq 0$ ) for the coupled-oscillator problem is $\left\langle x_{l} x_{m}\right\rangle_{c}=$ $\left\langle x_{l} x_{m}\right\rangle-\left\langle x_{l}\right\rangle\left\langle x_{m}\right\rangle \leq 0$ for $l \neq m$. Furthermore, Theorem 4 provides necessary and sufficient conditions on the matrix with elements $\left\langle x_{l} x_{m}\right\rangle_{c}$ for "antiferromagnetic coupling."
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## APPENDIX

Here the objective is to derive Eq. (16), beginning with Eq. (13). From (5), (10), and (13)

$$
\begin{align*}
\left\langle x_{l} x_{m}\right\rangle= & (2 \beta)^{-1}\left(1+\delta_{l m}\right) \\
& \times\left[\frac{\partial \ln (\operatorname{det} \mathbf{J})}{\partial J_{l m}}-\beta \sum_{j=1}^{N} \sum_{k=1}^{N} H_{j} H_{k}\left(\frac{\partial K_{j k}}{\partial J_{l m}}\right)\right] . \tag{A1}
\end{align*}
$$

The first derivative on the right hand side can be written

$$
\begin{equation*}
\frac{\partial \ln (\operatorname{det} \mathbf{J})}{\partial J_{l m}}=(\operatorname{det} \mathbf{J})^{-1} \sum_{i=1}^{N} \operatorname{det} \mathbf{J}^{\prime}(i), \tag{A2}
\end{equation*}
$$

where $\mathbf{J}^{\prime}(i)$ is obtained from $\mathbf{J}$ by replacing the $i$ th column, $\left\{J_{k i} ; i=1, \cdots, N\right\}$ by $\left\{\partial J_{k i} \partial J_{l m} ; k=1\right.$, $\cdots, N\}$. Therefore $\operatorname{det} \mathbf{J}^{\prime}(i)=0$ unless $i=l$ or $i=m$. But $\operatorname{det} \mathbf{J}^{\prime}(l)$ and $\operatorname{det} \mathbf{J}^{\prime}(m)$ are simply the $m l$ and $l m$ cofactors, respectively, of $\mathbf{J}$ [if $l=m$, of course, only one term in (A2) is nonzero], and it is well known that $\mathrm{J}^{-1}=\mathbf{K}$ is such that $K_{m l}=\operatorname{lm}$ cofactor of $\mathbf{J} \times(\operatorname{det} \mathbf{J})^{-\mathbf{1}}$. Furthermore, since $\mathbf{J}$ is symmetric, so is $\mathbf{K}$. (See the last paragraph of Sec. II.) Therefore,

$$
\begin{equation*}
\frac{\partial \ln (\operatorname{det} \mathbf{J})}{\partial J_{l m}}=\left(2-\delta_{l m}\right) K_{l m} . \tag{A3}
\end{equation*}
$$

In order to evaluate the second set of terms on the right-hand side of (A1), one needs $\partial K_{j k} / \partial J_{l m}$. This can be obtained by first differentiating

$$
\begin{equation*}
\sum_{k=1}^{N} J_{r k} K_{k j}=\delta_{r j} \tag{A4}
\end{equation*}
$$

with respect to $J_{l m}$, which gives

$$
\begin{align*}
& -\sum_{k=1}^{N} J_{r k}\left(\partial K_{k j} / \partial J_{l m}\right) \\
& \quad=\sum_{k=1}^{N} K_{k j}\left[\left(\delta_{r l} \delta_{k m}+\delta_{r m} \delta_{k l}\right)\left(1-\delta_{l m}\right)+\delta_{r i} \delta_{k l} \delta_{l m}\right] \tag{A5}
\end{align*}
$$

Multiplication of (A5) by $K_{r i}$ and subsequent summation over $r$ yields

$$
\begin{equation*}
\frac{\partial K_{i j}}{\partial J_{l m}}=-\left(K_{i l} K_{j m}+K_{i m} K_{j l}\right)\left(1-\delta_{l m}\right)-K_{i l} K_{i l} \delta_{l m} \tag{A6}
\end{equation*}
$$

Using (A6), and (A3) in (A1), one obtains (16).
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## 1. INTRODUCTION

Recently, there seems to be a renewed and serious interest in a scalar-tensor theory of gravitation, and attempts are under way to check experimentally (using the Mariner satellites) the theory suggested by Brans and Dicke, ${ }^{1}$ as opposed to the purely tensor theory of Einstein. There is, however, a fundamental difference between the theory of Einstein and that of Brans and Dicke. With the general theory of relativity

Einstein has introduced in physics a new principle: the principle of geometrization of physics. The general theory, in fact, succeeds in geometrizing the phenomenon of gravitation by abandoning the flat spacetime of special theory and identifying the metric tensor of a Riemannian space-time with the gravitational potential. It is well-known, ${ }^{2}$ however, that it is possible to construct meaningful theories of gravitation in a flat space-time, where gravitation, described
either by a tensor field or even a scalar field, does not have any geometrical significance whatsoever. In the theory of Brans and Dicke we have a mixture of these two approaches because, whereas the tensor field is identified with the metric tensor of a Riemannian geometry, the scalar field remains alien to the geometry. It would therefore seem more in the spirit of Einstein's principle of geometrization to have a scalar-tensor theory of gravitation, where both the scalar and tensor fields have more or less intrinsic geometrical significance.

In this paper we suggest the framework of such a theory. While attempting to unify gravitation and electromagnetism in a single space-time geometry, Weyl ${ }^{3}$ showed how one can introduce a vector field with an intrinsic geometrical significance. Recall that the geometrical structure of a differentiable manifold is determined by (i) an affine connection characterized (in a local coordinate system $x^{\lambda}$ ) by its components $\Gamma_{\alpha \beta}^{\mu}$, which are defined by the change due to infinitesimal parallel transfer of a vector $\xi^{\mu}$ from a point $P\left(x^{\mu}\right)$ to $P^{\prime}\left(x^{\mu}+d x^{\mu}\right)$,

$$
\begin{equation*}
\delta \xi^{\mu}=-\Gamma_{\alpha \beta}^{\mu} \xi^{\alpha} d x^{\beta},^{4} \tag{1.1}
\end{equation*}
$$

and (ii) a metrical connection characterized by the metric fundamental tensor $g_{\mu \lambda}$ which is defined by the measure of length $\xi$ of $\xi^{\mu}$,

$$
\begin{equation*}
\xi=g_{\mu \lambda} \xi^{\mu} \xi^{\lambda} \tag{1.2}
\end{equation*}
$$

Riemannian geometry is characterized by the symmetry of $\Gamma_{\alpha \beta}^{\mu}$, that is, $\Gamma_{\alpha \beta}^{\mu}=\Gamma_{\beta \alpha}^{\mu}$ and by the condition that the length of a vector should not change under parallel transfer, i.e.,

$$
\begin{equation*}
\delta \xi=\delta\left(g_{\mu \lambda} \xi^{\mu} \xi^{\lambda}\right)=0 \tag{1.3}
\end{equation*}
$$

By this condition the Riemannian connection is uniquely determined by the metric tensor

$$
\Gamma_{\alpha \beta}^{\mu}=\left\{\begin{array}{c}
\mu  \tag{1.4}\\
\alpha \beta
\end{array}\right\}
$$

where on the right-hand side are Christoffel symbols of the second kind. Note the asymmetry between (1.1) and (1.3). Weyl generalized the notion of a Riemannian metrical connection in the following manner.

With each vector $\xi^{\mu}$ there is an associated measure of length given by the quadratic form $\xi=g_{\mu \lambda} \xi^{\mu} \xi^{\lambda}$. Two vectors $\xi^{\mu}$ and $\eta^{\mu}$ have therefore the same length if and only if $\xi=\eta$. Now the quadratic form is completely determined only when one specifies a nonzero scale (or gauge) factor of proportionality. At every point of the manifold one has, therefore, the possibility of a change of scale (i.e., a recalibration) or a gauge transformation. In a Weyl manifold it is not sufficient for the metrical connection to have a measure
determination at every point; every point must also be metrically related to the surrounding neighborhood. The concept of metrical relationship is analogous to that of affine relationship. The metrical relationship is determined by specifying the change in the measure of length of a vector due to an infinitesimal parallel transfer. There exists a geodesic gauge in which there is no change in the measure of length of $\xi^{\mu}$ transferred parallel from $P\left(x^{\mu}\right)$ to $P^{\prime}\left(x^{\mu}+d x^{\mu}\right)$. In an arbitrary gauge, however, $\xi$ is assumed to change [in contrast to (1.3)] according as

$$
\begin{equation*}
\delta \xi=-\xi \phi_{\mu} d x^{\mu} \tag{1.5}
\end{equation*}
$$

where $\phi_{\mu}$ is a vector function characterizing the manifold. The metrical connection of a Weyl manifold is therefore characterized by two independent quantities $g_{\mu \lambda}$ and $\phi_{\mu}$, relative to a reference system ( $=$ coordinate system + gauge). If one makes a gauge transformation, that is, recalibrates all lengths, $\xi \rightarrow \tilde{\xi}=\lambda \xi$, where $\lambda=\lambda(x)$ in general, $\phi_{\mu}$ and $g_{\mu \lambda}$ transform in the following manner:

$$
\begin{equation*}
g_{\mu \lambda} \rightarrow \bar{g}_{\mu \lambda}=\lambda g_{\mu \lambda} ; \quad \phi_{\mu} \rightarrow \phi_{\mu}-\lambda^{-1} \lambda_{, \mu} \tag{1.6}
\end{equation*}
$$

where $\lambda_{, \mu}=\partial \lambda / \partial x^{\mu}$. The components of affine connection $\Gamma_{\alpha \beta}^{\mu}$ of a Weyl manifold are now determined through (1.1) and (1.5) by $g_{\mu \lambda}$ and $\phi_{\mu}$ :

$$
\Gamma_{\alpha \beta}^{\mu}=\left\{\begin{array}{c}
\mu  \tag{1.7}\\
\alpha \beta
\end{array}\right\}+\frac{1}{2}\left(\delta_{\alpha}^{\mu} \phi_{\beta}+\delta_{\beta}^{\mu} \phi_{\alpha}-g_{\alpha \beta} \phi^{\mu}\right)
$$

where $\phi^{\mu}=g^{\mu \lambda} \phi_{\lambda}$. In Weyl's unified field theory the vector field $\phi_{\mu}$ is identified with the vector potential of an electromagnetic field. Weyl's hypothesis of nonintegrability of length transfer had been criticized by Einstein because it implies that the frequency of spectral lines emitted by atoms would not remain constant but would depend on their past history.

Lyra ${ }^{5}$ has suggested a modification of Riemannian geometry which may also be considered as a modification of Weyl's geometry. In Lyra's geometry Weyl's concept of gauge, which is essentially a metrical concept, is modified by the introduction of a gauge function in the structureless manifold.

The displacement vector $\mathbf{P P} \mathbf{P}^{\prime}$ between two neighboring points $P\left(x^{\mu}\right)$ and $P^{\prime}\left(x^{\mu}+d x^{\mu}\right)$, in Lyra's geometry, has the components $\xi^{\mu}=x^{0} d x^{\mu}$, where $x^{0}(x)$ is a nonzero gauge function. The coordinate system $x^{\mu}$ together with $x^{0}$ form a reference system $\left(x^{0} ; x^{\mu}\right)$. A general transformation of reference systems is given by

$$
x^{\mu} \rightarrow x^{\mu^{\prime}}=x^{\mu^{\prime}}\left(x^{\lambda}\right), \quad\left(x^{0} ; x^{\mu}\right) \rightarrow\left(x^{0^{\prime}} ; x^{\mu^{\prime}}\right)
$$

with

$$
\begin{equation*}
A_{\mu}^{\mu^{\prime}} \equiv \frac{\partial x^{\mu^{\prime}}}{\partial x^{\mu}}, \quad \operatorname{det} A_{\mu}^{\mu^{\prime}} \neq 0 \tag{1.8}
\end{equation*}
$$

Under (1.8) a multicomponent tensor $\xi_{\sigma_{1} \ldots \sigma_{r}}^{\rho_{1} \ldots \rho_{s}}$ transforms as follows:

$$
\begin{equation*}
\hat{\xi}_{\sigma_{1} \cdots \sigma_{r}^{\prime}}^{\rho_{1_{1}^{\prime}} \cdots \rho_{s^{\prime}}^{\prime}}=\lambda^{s-r} A_{\rho_{1}}^{\rho_{1}^{\prime}} \cdots A_{\rho_{s}}^{\rho_{s}^{\prime}} A_{\sigma_{1}^{\prime}}^{\sigma_{1}} \cdots A_{\sigma_{r}}^{\sigma_{r}} \xi_{\sigma_{1} \cdots \sigma_{r}}^{\rho_{1} \cdots \rho_{s}} \tag{1.9}
\end{equation*}
$$

where $\lambda=x^{0^{\prime}} \mid x^{0}$. The factor $\lambda^{s-r}$ arises as a consequence of the introduction of the gauge function.

In an affinely connected manifold the components of the affine connection $\Gamma_{\alpha \beta}^{\mu}$ can be considered to arise as a consequence of general coordinate transformations in the following manner. ${ }^{6}$ Let us suppose that, in a local coordinate system $x^{\mu}$, a vector $\xi^{\mu}$ is constantthat is, $\xi_{, \lambda}^{\mu}=0$. Then, in another arbitrary local coordinate system $x^{n^{\prime}}$, we have in the usual case $\left(\xi^{\mu}=A_{\mu^{\prime}}^{\mu} \xi^{\mu^{\prime}}\right)$

$$
\begin{equation*}
\xi_{, \lambda^{\prime}}^{\mu^{\prime}}+\Gamma_{v^{\prime} \lambda^{\prime}}^{\mu^{\prime}} \xi^{v^{\prime}}=0 \tag{1.10}
\end{equation*}
$$

where

$$
\Gamma_{v^{\prime} \lambda^{\prime}}^{\mu^{\prime}}=-A_{v,}^{\mu} A_{\mu, \lambda^{\prime}}^{\mu^{\prime}}, \quad A_{\mu, \lambda^{\prime}}^{\mu^{\prime}}=\frac{\partial A_{\mu}^{\mu^{\prime}}}{\partial x^{\lambda^{\prime}}} .
$$

Another way of expressing the fact that $\xi^{\mu}$ is constant would be to say that ( 1.10 ) is valid in all coordinate systems, but that $\Gamma_{v \lambda}^{\mu}=0$ in the original coordinate system $x^{\mu}$. The transition from an integrable affinely connected manifold to a nonintegrable one (thereby from ordinary derivative to covariant derivative) is made by assuring that $\Gamma_{v \lambda}^{\mu} \neq 0$ in general.

Now a vector $\xi^{\mu}$ in Lyra's geometry transforms as

$$
\begin{equation*}
\xi^{\mu^{\prime}}=\lambda A_{\mu}^{\mu^{\prime} \xi^{\mu}} \tag{1.11}
\end{equation*}
$$

If $\xi_{, \lambda}^{\mu}=0$ in the reference system $\left(x^{0} ; x^{\mu}\right)$, then, in the reference system $\left(x^{0^{\prime}} ; x^{\mu^{\prime}}\right)$ we have

$$
\begin{equation*}
\left(1 / x^{0^{\prime}}\right) \xi_{, \lambda^{\prime}}^{\mu^{\prime}}+\Gamma_{v^{\prime} \lambda^{\prime}}^{\mu^{\prime}} \xi^{\nu^{\prime}}-\frac{1}{2} \phi_{\lambda^{\prime}} \xi^{\mu^{\prime}}=0 \tag{1.12}
\end{equation*}
$$

where

$$
\Gamma_{v^{\prime} \lambda^{\prime}}^{\mu^{\prime}}=\frac{-1}{x^{0^{\prime}}} A_{v^{\prime}}^{\mu} A_{\mu, \lambda^{\prime}}^{\mu^{\prime}} ; \quad \phi_{\lambda^{\prime}}=\frac{1}{x^{0}} \frac{\partial \ln \hat{\lambda}^{2}}{\partial x^{\lambda^{\prime}}}
$$

The parallel transfer of a vector $\xi^{\mu}$ in Lyra's geometry is therefore given by

$$
\begin{equation*}
\delta \xi^{\mu}=-\tilde{\Gamma}_{\alpha \beta}^{\mu} \xi^{\alpha} x^{0} d x^{\beta} \tag{1.13}
\end{equation*}
$$

where

$$
\tilde{\Gamma}_{\alpha \beta}^{\mu}=\Gamma_{\alpha \beta}^{\mu}-\frac{1}{2} \delta_{\alpha}^{\mu} \phi_{\beta}
$$

Note that the $\tilde{\Gamma}_{\alpha \beta}^{\mu}$ are not symmetric although $\Gamma_{\alpha \beta}^{\mu}=$ $\Gamma_{\beta \alpha}^{\mu}$. The components of the generalized affine connection are thus characterized not only by $\Gamma_{\alpha \beta}^{\mu}$ but also by $\phi_{\beta}$ which appears as a natural consequence of the formal introduction of the gauge function in the structureless space.

The metric or the measure of length of the displacement vector $\xi^{\mu}=x^{0} d x^{\mu}$ between two points $P\left(x^{\mu}\right)$ and $P^{\prime}\left(x^{\mu}+d x^{\mu}\right)$ is given by the absolute invariant (that is, invariant under both gauge and coordinate transformations)

$$
\begin{equation*}
d s^{2}=g_{\mu \lambda} x^{0} d x^{\mu} x^{0} d x^{\lambda} \tag{1.14}
\end{equation*}
$$

where $g_{\mu \lambda}$ is a symmetric tensor of second rank. The parallel transfer of length in Lyra's geometry is integrable (as in Riemannian geometry) in contrast to Weyl's geometry; that is,

$$
\begin{equation*}
\delta\left(g_{\mu \lambda} \xi^{\mu} \xi^{\lambda}\right)=0 \tag{1.15}
\end{equation*}
$$

From (1.13) and (1.15) it follows that

$$
\Gamma_{\alpha \beta}^{\mu}=\left(1 / x^{0}\right)\left\{\begin{array}{c}
\mu  \tag{1.16}\\
\alpha \beta
\end{array}\right\}+\frac{1}{2}\left(\delta_{\alpha}^{\mu} \phi_{\beta}+\delta_{\beta}^{\mu} \phi_{\alpha}-g_{\alpha \beta} \phi^{\mu}\right)
$$

Thus apart from the factor $1 / x^{0},(1.16)$ is identical with the components of affine connection in Weyl's geometry, not, however, $\tilde{\Gamma}_{\alpha \beta}^{\mu}$. In Lyra's geometry we thus have a vector field with an intrinsic geometrical significance without the inconvenience of nonintegrability of length transfer of Weyl's geometry.

In the next section we give an invariant formulation of Lyra's geometry. In Sec. 3 we take over the geometry as the framework for a theory of gravitation. The field equations are derived from a variational principle constructed from the scalar curvature. Variation with respect to $g_{\mu \lambda}$ furnishes the basic field equations, whereas variation with respect to $\phi_{a}$ constrains $\phi_{\alpha}$ to be basically the gradient of the gauge function $x^{0}$. The basic field equations then contain only the metric tensor $g_{\mu \lambda}$ and the scalar $x^{0}$ and turn out to be a special case of the Brans-Dicke field equations, if $x^{0}$ is identified with the scalar $\phi$ in the Brans-Dicke theory. We next consider the static spherically symmetric solution in some detail.

## 2. A MODIFIED RIEMANNIAN MANIFOLD

Let $M$ be a connected, second countable Hausdorff space. By a local reference system on $M$ we shall mean a triple ( $U_{i}, \psi_{i}, f_{i}$ ) where
(i) $U_{i}$ is an open subset of $M$,
(ii) $\psi_{i}$ is a homeomorphism of $U_{i}$ onto an open subset of $\mathbb{R}^{n}$ for some integer $n$, and
(iii) $f_{i}: U_{i} \rightarrow \mathbb{R}-\{0\}$ is a (nonzero) gauge function on $U_{i}$.

We shall say $M$ is an $n$-dimensional $C^{\infty}$ Lyra manifold if there exists a collection of local reference systems $\left\{\left(U_{i}, \psi_{i}, f_{i}\right) ; i \in I\right.$, an index set $\}$ on $M$ such that
(i) $\bigcup_{i \in I} U_{i}=M$,
(ii) whenever $U_{i} \cap U_{j} \neq \phi$, the maps $\psi_{i} \circ \psi_{j}^{-1}$ and $\psi_{j} \circ \psi_{i}^{-1}$ are $C^{\infty}$ on their domains of definition,
(iii) for each $i \in I$ the $\operatorname{map} f_{i} \circ \psi_{i}^{-1}$ is a $C^{\infty}$ function on $\psi_{i}\left(U_{i}\right)$, and
(iv) the collection is maximal with respect to (i), (ii), and (iii).

The notions of $C^{\infty}$ functions and tangent space $T_{m}(M)$ at a point $m \in M$ can be introduced in the usual
manner ${ }^{7}$ on a Lyra manifold $M$. Consider now a reference system $\left(U_{i}, \psi_{i}, f_{i}\right)$ on $M$. If $m \in U_{i}$, let $\psi_{i}(m)=\left\{x^{1}(m), \cdots, x^{n}(m)\right\}=x$ be the local coordinates of $m$. In local coordinates let the gauge function $f_{i} \circ \psi_{i}^{-1}: \psi_{i}\left(U_{i}\right) \rightarrow \mathbb{R}-\{0\}$ be denoted by $x^{0}: x \mapsto x^{0}(x)$, which, together with the coordinate map, form (in local coordinates) the reference system $\left(x^{0} ; x^{\mu}\right), \mu=1, \cdots, n$. A local reference system induces a natural basis

$$
\left\{\tilde{e}_{\mu}(m)=\left[x^{0}(x)\right]^{-1}\left(\frac{\partial}{\partial x^{\mu}}\right)\right\} \text { in } T_{m}(M)
$$

so that a tangent vector $\zeta \in T_{m}(M)$ can be written as $\zeta=\alpha^{\mu} \tilde{e}_{\mu}(m), \alpha^{\mu} \in \mathbb{R}$.

Let $B(M)=\left\{(m, \zeta) \mid m \in M, \zeta \in T_{m}(M)\right\}$ and

$$
\pi: B(M) \rightarrow M
$$

be the projection map defined by $\pi(m, \zeta)=m$. The mapping $\tilde{\psi}_{i}:(m, \zeta) \mapsto\left(x^{1}, \cdots, x^{n} ; \alpha^{1}, \cdots, \alpha^{n}\right)$ is then a homeomorphism of $\pi^{-1}\left(U_{i}\right) \subset B(M)$ onto an open subset of $\mathbb{R}^{2 n}$. Let $\left(U_{j}, \psi_{j}, f_{j}\right)$ be another local reference system such that $U_{i} \cap U_{i} \neq \phi$ and $(m, \zeta) \in$ $\pi^{-1}\left(U_{i} \cap U_{j}\right)$. If $\psi_{j}(m)=\left\{x^{1^{1}}(m), \cdots, x^{n^{\prime}}(m)\right\}=x^{\prime}$, $x^{0}=f_{j} \circ \psi_{j}^{-1}$, and

$$
\tilde{\psi}_{j}(m, \zeta)=\left(x^{1^{\prime}}, \cdots, x^{n^{\prime}} ; \alpha^{1^{\prime}}, \cdots, \alpha^{n^{\prime}}\right)
$$

where $\zeta=\alpha^{\mu^{\prime}} \hat{e}_{\mu^{\prime}}(m)$, it follows that

$$
\begin{equation*}
\alpha^{\mu^{\prime}}=\left(\frac{x^{0}(x)}{x^{0}\left(x^{\prime}\right)}\right)^{-1} A_{\mu}^{\mu^{\prime}}(m) \alpha^{\mu}, \quad A_{\mu}^{\mu^{\prime}}(m)=\left.\frac{\partial x^{\mu^{\mu^{\prime}}}}{\partial x^{\mu}}\right|_{m}, \tag{2.1}
\end{equation*}
$$

and the transformation
$\left(x^{1}, \cdots, x^{n} ; \alpha^{1}, \cdots, \alpha^{n}\right) \mapsto\left(x^{1^{\prime}}, \cdots, x^{n^{\prime}} ; \alpha^{1^{\prime}}, \cdots, \alpha^{n^{\prime}}\right)$ is $C^{\infty} . B(M)$ can thus be made into a $2 n$-dimensional $C^{\infty}$ manifold, with coordinate neighborhoods

$$
\left\{\left[\pi^{-1}\left(U_{i}\right), \tilde{\varphi}_{i}\right]\right\}
$$

We shall call $B(M)$ the Lyra tangent bundle of the Lyra manifold $M$. A $C^{\infty}$ vector field on an open subset $U$ of $M$ is a $C^{\infty}$ map $\chi: U \rightarrow B(M)$ such that $\pi \circ \chi$ is the identity map on $U$. In a local reference system $\chi$ can be expressed as $\chi=\chi^{\mu}(x) \tilde{e}_{\mu}$, where $\tilde{e}_{\mu}=$ $\left(x^{0}\right)^{-1} x^{0-1} \partial / \partial x^{\mu}$ and the components $\chi^{\mu}(x)$ transform as

$$
\begin{equation*}
\chi^{\mu^{\prime}}=\lambda A_{\mu}^{\mu^{\prime}} \chi^{\mu}, \quad \lambda=x^{0^{\prime}} \mid x^{0} . \tag{2.2}
\end{equation*}
$$

Tensor fields can be defined in an analogous manner, and it can thus be seen that, under transformation of local reference systems (1.8), the components of a multicomponent tensor field transform as in (1.9).
We shall denote by $T(M)$ the linear space of all $C^{\infty}$ vector fields and by $C^{\infty}(M)$ the set of all $C^{\infty}$ functions on $M$. An affine connection on a Lyra manifold can be
defined in the normal way, that is, as a bilinear mapping $\nabla: T(M) \times T(M) \rightarrow T(M)$, such that, for every $f \in C^{\infty}(M)$ and arbitrary $X, Y, Z \in T(M)$, the following two conditions are satisfied [writing $\nabla_{X} Y$ for $\left.\nabla(X, Y)\right]$ :
(i) $\nabla_{f X} Y=f \nabla_{X} Y$,
(ii) $\nabla_{X} f Y=f \nabla_{X} Y+X(f) Y$.

In a local reference system ( $U_{i}, \psi_{i}, f_{i}$ ) the connection is specified by $C^{\infty}$ functions $\bar{\Gamma}_{\alpha \beta}^{\mu}$ where

$$
\begin{equation*}
\nabla_{\widetilde{e}_{\beta}} \tilde{e}_{\alpha}=\tilde{\Gamma}_{\alpha \beta}^{\mu} \tilde{e}_{\mu} . \tag{2.4}
\end{equation*}
$$

In another local reference system we have

$$
\nabla_{\tilde{e}_{\beta^{\prime}}} \tilde{\tilde{\alpha}}^{\prime}=\nabla_{\lambda^{-1} A_{\beta}, \tilde{e}_{\tilde{\beta}_{\beta}}}\left(\lambda^{-1} A_{\alpha^{\prime}}^{\alpha}, \tilde{e}_{\alpha}\right)=\tilde{\Gamma}_{\alpha^{\prime} \beta}^{\prime}, \tilde{e}_{\mu^{\prime}}
$$

The properties (2.3) then imply the following transformation law for the $\tilde{\Gamma}_{\alpha \beta}^{\mu}$;

$$
\begin{aligned}
& \tilde{\Gamma}_{\alpha^{\prime} \beta^{\prime}}^{\mu^{\prime}}=\lambda^{-1} A_{\mu}^{\mu^{\prime}} A_{\alpha^{\prime}}^{\alpha} \cdot A_{\beta^{\prime}}^{\beta} \tilde{\Gamma}_{\alpha \beta}^{\mu}+\left(x^{0}\right)^{-1} A_{\lambda}^{\mu^{\prime}} A_{\alpha^{\prime}, \beta^{\prime}}^{\lambda} \\
& \text { If we set } \\
& -\frac{1}{2}\left(x^{\alpha^{\prime}}\right)^{-1} \delta_{\alpha^{\prime}}^{\mu^{\prime}} A_{\beta^{\prime}}^{\lambda}\left(\ln \lambda^{2}\right)_{, \lambda}
\end{aligned}
$$

$$
\begin{equation*}
\tilde{\Gamma}_{\alpha \beta}^{\mu}=\Gamma_{\alpha \beta}^{\mu}-\frac{1}{2} \delta_{\alpha}^{\mu} \phi_{\beta}, \tag{2.5}
\end{equation*}
$$

we obtain the following transformation laws:

$$
\begin{align*}
\Gamma_{\alpha^{\prime} \beta^{\prime}}^{\mu^{\prime}} & \lambda^{-1}\left(A_{\mu}^{\mu^{\prime}} A_{\alpha^{\prime}}^{\alpha} A_{\beta^{\beta}}^{\beta} \Gamma_{\alpha \beta}^{\mu}+\left(x^{0}\right)^{-1} A_{\lambda}^{\mu^{\prime}} A_{\alpha^{\prime}, \beta^{\prime}}^{\lambda}\right), \\
\phi_{\beta^{\prime}} & =\lambda^{-1} A_{\beta^{\prime}}^{\beta}\left\{\phi_{\beta}+\left(x^{0}\right)^{-1}\left(\ln \lambda^{2}\right)_{\beta,}\right\}, \tag{2.6}
\end{align*}
$$

In a local reference system the connection is thus characterized by the two sets of $C^{\infty}$ functions $\Gamma_{\alpha \beta}^{\mu}$ and $\phi_{\beta}$, which transform as in (2.6).

Given a connection $\nabla$ on a Lyra manifold, we can define a pseudoconnection $\bar{\nabla}$ as follows. Let $\bar{T}(M)$ denote the set of all vector-valued functions on $M$ whose components transform as a vector field under coordinate transformations only (but not necessarily under gauge transformations). Then $\bar{\nabla}$ is a bilinear mapping $\bar{\nabla}: T(M) \times T(M) \rightarrow \bar{T}(M)$ defined in the following way. If in a local reference system $\nabla$ is specified by $\Gamma_{\alpha \beta}^{\mu}-\frac{1}{2} \delta_{\alpha}^{\mu} \phi_{\beta}$, then $\bar{\nabla}_{\tilde{e}_{\beta}} \tilde{e}_{\alpha}=\Gamma_{\alpha \beta}^{\mu} \tilde{e}_{\mu}$. The torsion of the pseudoconnection $\bar{\nabla}$ is a mapping Tor $_{\bar{\nabla}}: T(M) \times T(M) \rightarrow T(M)$ given by

$$
\begin{equation*}
\operatorname{Tor}_{\bar{\nabla}}(X, Y)=\bar{\nabla}_{X} Y-\bar{\nabla}_{Y} X-[X, Y], \tag{2.7}
\end{equation*}
$$

where $[X, Y]$ is the Lie Bracket of $X$ and $Y$. By a Lyra connection on $M$ we shall mean a connection $\nabla$ with $\operatorname{Tor}_{\bar{\nabla}} \equiv 0$ which implies that $\Gamma_{\alpha \beta}^{\mu}=\Gamma_{\beta \alpha}^{\mu}$. Note that this does not mean that the original connection $\nabla$ is symmetric.
An autoparallel (or geodesic) of a connection $\nabla$ is a curve $s \rightarrow x(s)$ whose tangent vector is transferred parallel to itself. In a local reference system it is a curve given by $x^{\mu}(s)$, with tangent vector components
$\xi^{\mu}=x^{0}\left(d x^{\mu} / d s\right)$, satisfying the differential equation

$$
\begin{align*}
& x^{0} \frac{d^{2} x^{\mu}}{d s^{2}}+\left(x^{0}\right)^{2} \Gamma_{\alpha \beta}^{\mu} \frac{d x^{\alpha}}{d s} \frac{d x^{\beta}}{d s} \\
&-\frac{1}{2}\left(x^{0}\right)^{2}\left(\phi_{\alpha}-\stackrel{\circ}{\phi}_{\alpha}\right) \frac{d x^{\alpha}}{d s} \frac{d x^{\mu}}{d s}=0 \tag{2.8}
\end{align*}
$$

where

$$
\begin{equation*}
\dot{\phi}_{\alpha}=\left(x^{0}\right)^{-1}\left[\ln \left(x^{0}\right)^{2}\right]_{, ~} . \tag{2.9}
\end{equation*}
$$

The covariant derivative of a mixed tensor field component $\xi_{\sigma_{1} \cdots \sigma_{s}}^{\rho_{1} \cdots \sigma_{\tau}}$ in a local reference system is given by the corresponding formula in Riemannian geometry except that $\Gamma_{\alpha \beta}^{\mu}$ is replaced by $\tilde{\Gamma}_{\alpha \beta}^{\mu}$ and $\partial / \partial x^{\alpha}$ by $\left(x^{0}\right)^{-1} \partial / \partial x^{\alpha}$, that is

$$
\begin{align*}
\nabla_{a} \xi_{\sigma_{1} \cdots \sigma_{s}}^{\rho_{1} \cdots \rho_{r}}= & \left(x^{0}\right)^{-1} \xi_{\sigma_{1} \cdots \sigma_{s, \alpha}}^{\rho_{1} \cdots \rho_{r}}=\sum_{\lambda=1}^{r} \Gamma_{v \alpha}^{\rho_{\lambda} \xi_{\cdots} \cdots \cdots} \\
& -\sum_{\lambda=1}^{s} \Gamma_{\sigma_{\lambda} \alpha}^{v} \xi_{\cdots v \cdots} \cdots \cdots-\frac{1}{2}(r-s) \phi_{\alpha} \xi \cdots \tag{2.10}
\end{align*}
$$

The curvature tensor of a Lyra connection $\nabla$ can be regarded as a mapping

$$
K: T(M) \times T(M) \times T(M) \rightarrow T(M)
$$

given by

$$
\begin{array}{r}
(X, Y, Z) \rightarrow K(X, Y) Z=\nabla_{X} \nabla_{Y} Z-\nabla_{Y} \nabla_{X} Z \\
 \tag{2.11}\\
-\nabla_{[X, Y]} Z .
\end{array}
$$

In a local reference system if we set

$$
\begin{equation*}
K\left(\tilde{e}_{\alpha}, \tilde{e}_{\beta}\right) \tilde{e}_{\lambda}=K_{\lambda \alpha \beta}^{\beta_{\alpha} \tilde{e}_{\mu}}, \tag{2.12}
\end{equation*}
$$

the components of the curvature tensor are given by

$$
\begin{align*}
K_{\lambda \alpha \beta}^{\mu}=\left(x^{0}\right)^{-2}\left(\frac{\partial\left(x^{0} \tilde{\Gamma}_{\alpha \beta}^{\mu}\right)}{\partial x^{\alpha}}\right. & \left.-\frac{\partial\left(x^{0} \tilde{\Gamma}_{\lambda \alpha}^{\mu}\right)}{\partial x^{\beta}}\right) \\
& +\tilde{\Gamma}_{\rho \alpha}^{\mu} \tilde{\Gamma}_{\lambda \beta}^{\rho}-\tilde{\Gamma}_{\rho \beta}^{\mu} \tilde{\Gamma}_{\alpha \alpha}^{\rho} \tag{2.13}
\end{align*}
$$

The curvature tensor $K$ can be written as the sum of two tensors $K=R^{*}+\Phi$, where

$$
\begin{equation*}
R^{*}(X, Y) Z=\bar{\nabla}_{X} \bar{\nabla}_{Y} Z-\bar{\nabla}_{Y} \bar{\nabla}_{X} Z-\bar{\nabla}_{[X, Y]} Z \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi(X, Y) Z=K(X, Y) Z-R^{*}(X, Y) Z . \tag{2.15}
\end{equation*}
$$

The components of $R^{*}$ and $\Phi$ in a local reference system are

$$
\begin{gather*}
R_{\lambda \alpha \beta}^{* \mu}=\left(x^{0}\right)^{-1}\left[\Gamma_{\lambda \beta, \alpha}^{\mu}-\Gamma_{\lambda \alpha, \beta}^{\mu}\right]+\Gamma_{\rho \alpha}^{\mu} \Gamma_{\lambda \beta}^{\rho} \\
-\Gamma_{\rho \beta}^{\mu} \Gamma_{\alpha \alpha}^{\rho}-\frac{1}{2}\left(\dot{\phi}_{\alpha} \Gamma_{\lambda \beta}^{\mu}-\phi_{\beta} \Gamma_{\lambda \alpha}^{\mu}\right),  \tag{2.16}\\
\Phi_{\lambda \alpha \beta}^{\mu}= \\
=\frac{1}{2} \delta_{\alpha}^{\mu}\left\{\left(x_{0}^{0}\right)^{-1}\left[\phi_{\alpha, \beta}-\phi_{\beta, \alpha}\right]\right.  \tag{2.17}\\
\\
\left.-\frac{1}{2}\left({ }_{\phi}^{\alpha} \phi_{\beta}-\phi_{\beta} \phi_{\alpha}\right)\right\},
\end{gather*}
$$

so that

$$
\begin{equation*}
K_{\lambda \alpha \beta}^{\mu}=R_{\lambda \alpha \beta}^{* \mu}+\Phi_{\lambda \alpha \beta}^{\mu} . \tag{2.18}
\end{equation*}
$$

(2.16) and (2.17) are, for $n>2$, uniquely determined by the curvature tensor (2.13). $R_{\lambda \alpha \beta}^{* \mu}$ and $\Phi_{\lambda \alpha \beta}^{\mu}$ have the following symmetry properties:

$$
\begin{equation*}
R_{\lambda \alpha \beta}^{* \mu}+R_{\alpha \beta \alpha}^{* \mu}=0, \quad \Phi_{\alpha \beta}+\Phi_{\beta \alpha}=0 \tag{2.19}
\end{equation*}
$$

where we have set $\Phi_{\alpha \alpha \beta}^{\mu}=\frac{1}{2} \delta_{\lambda}^{\mu} \Phi_{\alpha \beta} . K_{\lambda \alpha \beta}^{\mu}$ also satisfies the usual Bianchi identities

$$
\begin{equation*}
\nabla_{\alpha} K_{\lambda \beta \gamma}^{\mu}+\nabla_{\beta} K_{\lambda \gamma \alpha}^{\mu}+\nabla_{\gamma} K_{\lambda \alpha \beta}^{\mu}=0 . \tag{2.20}
\end{equation*}
$$

A metric structure on $M$ is specified by a symmetric tensor field of type ( 0,2 ), whose components in a local reference system are given by

$$
\begin{equation*}
g_{\mu \lambda}=g\left(\tilde{e}_{\mu}, \tilde{e}_{\lambda}\right) . \tag{2.21}
\end{equation*}
$$

The usual metric is therefore

$$
\begin{equation*}
d s^{2}=\left(x^{0}\right)^{2} g_{\mu \lambda} d x^{\mu} d x^{\lambda} \tag{2.22}
\end{equation*}
$$

As in Riemannian geometry a "Riemannian" Lyra connection $\nabla$ is uniquely determined by the metric field $g$ if one assumes

$$
\begin{equation*}
Z[g(X, Y)]=g\left(\nabla_{Z} X, Y\right)+g\left(X, \nabla_{Z} Y\right) \tag{2.23}
\end{equation*}
$$

for every $X, Y, Z \in T(M)$. This, together with the condition $\operatorname{Tor}_{\bar{\nabla}} \equiv 0$, determines a unique Lyra connection in terms of the metric tensor. In a local reference system (2.23) and Tor $_{\bar{\nabla}} \equiv 0$ imply (1.16), i.e.,

$$
I_{\alpha \beta}^{\mu}=\left(x^{0}\right)^{-1}\left\{\begin{array}{c}
\mu  \tag{2.2}\\
\alpha \beta
\end{array}\right)+\frac{1}{2}\left(\delta_{\alpha}^{\mu} \phi_{\beta}+\delta_{\beta}^{\mu} \phi_{\alpha}-g_{\alpha \beta} \phi^{\mu}\right) .
$$

Lyra's geometry is therefore characterized by the two fundamental entities $g_{\mu \lambda}$ and $\phi_{\alpha}$, the latter arising naturally as a result of the formal introduction of gauge in the geometrically structureless $C^{\infty}$ manifold.

A geodesic of the metrical connection is an extremal curve $x^{\mu}=x^{\mu}(t)$ given by

$$
\begin{equation*}
\delta \int d s=\delta \int\left(\left(x^{0}\right)^{2} g_{\mu \lambda} \frac{d x^{\mu}}{d t} \frac{d x^{\lambda}}{d t}\right)^{\frac{1}{2}} d t=0 \tag{2.25}
\end{equation*}
$$

The Euler-Lagrange equations for the geodesics turn out to be ${ }^{8}($ taking $t=s)$

$$
\begin{align*}
& \frac{d^{2} x^{\mu}}{d s^{2}}+\left\{\begin{array}{c}
\mu \\
\alpha \beta
\end{array}\right\} \frac{d x^{\alpha}}{d s} \frac{d x^{\beta}}{d s} \\
& \quad+\frac{x^{0}}{2}\left(\delta_{\alpha}^{\mu} \dot{\phi}_{\beta}+\delta_{\beta}^{\mu} \AA_{\alpha}-g_{\alpha \beta} \AA^{\mu}\right) \frac{d x^{\alpha}}{d s} \frac{d x^{\beta}}{d s}=0 . \tag{2.26}
\end{align*}
$$

On the other hand, in view of (2.24), Eq. (2.8) for an autoparallel curve becomes

$$
\begin{align*}
& x^{0} \frac{d^{2} x^{\mu}}{d s^{2}}+\left[\left(x^{0}\right)^{-1}\left\{\begin{array}{c}
\mu \\
\alpha \beta
\end{array}\right\}\right. \\
& \left.+\frac{1}{2}\left(\delta_{\alpha}^{u} \phi_{\beta}+\delta_{\beta}^{\mu} \phi_{\alpha}-g_{\alpha \beta} \phi^{\mu}\right)\right]\left(x^{0}\right)^{2} \frac{d x^{\alpha}}{d s} \frac{d x^{\beta}}{d s} \\
&  \tag{2.27}\\
& \quad=\frac{1}{2}\left(\phi_{\alpha}-\grave{\phi}_{\alpha}\right)\left(x^{0}\right)^{2} \frac{d x^{\alpha}}{d s} \frac{d x^{\mu}}{d s} .
\end{align*}
$$

Thus in Lyra's geometry, in contrast to the situation in Riemannian geometry, the autoparallels associated with the affine connection do not coincide with the geodesics which arise from the metric. This is, by the
way, also the case in Weyl's geometry. A comparison of (2.26) with (2.27) shows that a sufficient condition that the two types of curves be the same is

$$
\begin{equation*}
\phi_{\alpha}=\grave{\phi}_{\alpha} . \tag{2.28}
\end{equation*}
$$

The above condition is invariant under gauge transformations because $\AA_{\alpha}$ transforms exactly as $\phi_{\alpha}$ when $x^{0} \rightarrow x^{0^{\prime}}$.

A Lyra manifold where (2.28) is valid, is therefore characterized by $g_{\mu \lambda}$ and the scalar $x^{0}$.
If one substitutes (2.24) in the expression (2.13) for the components of the curvature tensor and sets $\mu=\beta$, one obtains for the contracted curvature tensor ( $n=4$ )

$$
\begin{align*}
& K_{\lambda \alpha}=K_{\lambda \alpha \beta}^{\beta}=K_{(\lambda \alpha)}+K_{[\lambda \alpha]}, \\
& K_{(\lambda \alpha)}= K_{(\alpha \lambda)} \\
&=\left(x^{0}\right)^{-2} R_{\lambda \alpha}+\frac{1}{2}\left(x^{0}\right)^{-1}\left(\phi_{\lambda ; \alpha}+\phi_{\alpha ; \lambda}\right) \\
&+\frac{1}{2}\left(x^{0}\right)^{-1} g_{i \alpha} \phi_{; \beta}^{\beta}-\frac{1}{2} \phi_{\lambda} \phi_{\alpha}+\frac{1}{4}\left(\grave{\phi}_{\lambda} \phi_{\alpha}+\grave{\phi}_{\alpha} \phi_{\lambda}\right) \\
&+\frac{1}{2} g_{\lambda \alpha} \phi_{\beta} \phi^{\beta}+\frac{1}{4} g_{\lambda \alpha} \phi_{\beta} \phi^{\beta},  \tag{2.29}\\
& K_{[\lambda \alpha]}=-K_{[\alpha \lambda]} \\
&= \frac{1}{2}\left(x^{0}\right)^{-1}\left(\phi_{\lambda, \alpha}-\phi_{\alpha, \lambda}\right)-\frac{1}{4}\left(\AA_{\lambda} \phi_{\alpha}-\check{\phi}_{\alpha} \phi_{\alpha}\right),
\end{align*}
$$

where $R_{\lambda_{\alpha}}$ is the Ricci tensor of Riemannian geometry and $\phi_{\lambda ; \alpha}$ the covariant derivative of $\phi_{\lambda}$ with respect to the Christoffel symbols $\left\{{ }_{\alpha \beta}^{\mu}\right\}$. For $n=4$, the curvature scalar is given by

$$
\begin{align*}
K=g^{\lambda \alpha} K_{\lambda \alpha}=\left(x^{0}\right)^{-2} R+ & 3\left(x^{0}\right)^{-1} \phi_{; \alpha}^{\alpha} \\
& +\frac{3}{2} \phi_{\alpha} \phi^{\alpha}+\frac{3}{2} \dot{\phi}_{\alpha} \phi^{\alpha}, \tag{2.30}
\end{align*}
$$

where $R$ is the Riemannian curvature scalar. If we now choose the normal gauge $x^{0}=1$, then (2.30) becomes

$$
\begin{equation*}
K=R+3 \phi_{; z}^{z}+\frac{3}{2} \phi_{a} \phi^{z}, \tag{2.31}
\end{equation*}
$$

which is identical with the corresponding curvature scalar of Weyl's geometry.

## 3. A SCALAR-TENSOR THEORY OF GRAVITATION

We now consider a four-dimensional Lyra manifold, endowed with a hyperbolic (i.e., with signature ,,,+--- ) metric tensor, as the framework for a scalar-tensor theory of gravitation. We refer to Dicke's paper ${ }^{1}$ for various arguments for a scalartensor theory of gravitation.
The exterior (vacuum) field equations are to be derived from a variational principle

$$
\begin{equation*}
\delta \int w d x^{1} \cdots d x^{4}=0 \tag{3.1}
\end{equation*}
$$

where the integrand is an absolute invariant. The simplest variational principle involving the curvature
tensor is

$$
\begin{equation*}
\delta \int K(-g)^{\frac{1}{2}} x^{0} d x^{1} \cdots x^{0} d x^{4}=0 \tag{3.2}
\end{equation*}
$$

where the gauge factors make the integrand an absolute invariant under both coordinate and gauge transformations. Other possible invariants are

$$
W=\left\{\right.
$$

In this paper we shall consider only (3.2) and heuristically examine its consequences. If we substitute (2.30) in (3.2) and consider independent variations of $g_{\alpha \beta}$ and $\phi_{\alpha}$, we get

$$
\begin{align*}
& \int\left\{\left(x^{0}\right)^{2} \delta\left[R(-g)^{\frac{1}{2}}\right]+3\left(x^{0}\right)^{3} \delta\left[\phi_{; \alpha}^{\alpha}(-g)^{\frac{1}{2}}\right]\right. \\
&+\frac{3}{2}\left(x^{0}\right)^{4} \delta\left[\phi_{\alpha} \phi^{\alpha}(-g)^{\frac{1}{2}}\right] \\
&\left.+\frac{3}{2}\left(x^{0}\right)^{4} \delta\left[\phi_{\alpha} \phi^{\alpha}(-g)^{\frac{1}{2}}\right]\right\} d x^{1} \cdots d x^{4} \\
&= \int\left\{-\left[R^{\alpha \beta}-\frac{1}{2} g^{\alpha \beta} R+\frac{3}{2}\left(x^{0}\right)^{2} \phi^{\alpha} \phi^{\beta}\right.\right. \\
&-\frac{3}{4}\left(x^{0}\right)^{2} g^{\alpha \beta} \phi_{v} \phi^{v}-\frac{3}{4}\left(x^{0}\right)^{2} g^{\alpha \beta}{ }^{\circ} \phi_{v} \phi^{v} \\
&\left.+\frac{3}{2}\left(x^{0}\right)^{2} \dot{\phi}^{\alpha} \phi^{\beta}\right]\left(x^{0}\right)^{2}(-g)^{\frac{1}{2}} \delta g_{\alpha \beta} \\
&\left.+\left[3 \phi^{\alpha}+\frac{3}{2} \phi^{\alpha}\right]\left(x^{0}\right)^{4}(-g)^{\frac{1}{2}} \delta \phi_{\alpha}\right\} d x^{1} \cdots d x^{4} \\
&= 0 . \tag{3.4}
\end{align*}
$$

The exterior field equations are therefore

$$
\begin{gather*}
R_{\alpha \beta}-\frac{1}{2} g_{\alpha \beta} R+\frac{3}{2}\left(x^{0}\right)^{2} \phi_{\alpha} \phi_{\beta}-\frac{3}{4}\left(x^{0}\right)^{2} g_{\alpha \beta} \phi_{v} \phi^{\nu} \\
-\frac{3}{4}\left(x^{0}\right)^{2} g_{\alpha \beta} \phi_{v} \phi^{v}+\frac{3}{2}\left(x^{0}\right)^{2}{ }^{2} \phi_{\alpha} \phi_{\beta}=0,  \tag{3.5}\\
3 \phi_{\alpha}+\frac{3}{2} \AA_{\alpha}=0 . \tag{3.6}
\end{gather*}
$$

The two sets of equations can be combined into the following single set of equations:

$$
\begin{align*}
& R_{\alpha \beta}-\frac{1}{2} g_{\alpha \beta} R-\omega\left(x^{0}\right)^{-2} x_{, \alpha}^{0} x_{, \beta}^{0} \\
&+\frac{1}{2} \omega\left(x^{0}\right)^{-2} g_{\alpha \beta} x_{,, ~}^{0} x^{0, v}=0, \tag{3.7}
\end{align*}
$$

in view of (2.9), where we have set $\omega=\frac{3}{2}$.
The interior (matter) field equations are then simply

$$
\begin{array}{r}
R_{\alpha \beta}-\frac{1}{2} g_{\alpha \beta} R-\omega\left(x^{0}\right)^{-2} x_{, \alpha}^{0} x_{, \beta}^{0}+\frac{1}{2} \omega\left(x^{0}\right)^{-2} g_{\alpha \beta} x_{., v}^{0} x^{0, v} \\
=-\left[8 \pi G /\left(x^{0}\right)^{2}\right] T_{\alpha \beta} . \tag{3.8}
\end{array}
$$

If we compare (3.8) with the interior field equations of Brans and Dicke ${ }^{1,9}$

$$
\begin{align*}
& R_{\alpha \beta}-\frac{1}{2} g_{\alpha \beta} R-\omega \phi^{-2} \phi_{, \alpha} \phi_{, \beta}+\frac{1}{2} \omega \phi^{-2} g_{\alpha \beta} \phi_{, \nu} \phi^{\nu} \\
&=-\left(8 \pi / c^{2} \phi\right) T_{\alpha \beta}+\phi^{-1}\left(\phi_{\alpha ; \beta}-g_{\alpha \beta} \square \phi\right), \tag{3.9}
\end{align*}
$$

we see that our theory can be regarded as a special case of (3.9), where the Brans-Dicke scalar function $\phi$
satisfies

$$
\begin{equation*}
\phi_{, \alpha ; \beta}-g_{\alpha \beta} \square \phi=0, \tag{3.10}
\end{equation*}
$$

and the Brans-Dicke constant $\omega=\frac{3}{2}$. However, as we shall see later, the geodesic equations of motion are different in our case, so that the difference between our theory and the Brans-Dicke theory is not so straightforward.

We next consider the static spherically symmetric solution of the exterior field equations (3.7). So let

$$
x^{0}=x^{0}(r)
$$

and

$$
g_{\alpha \beta}=\left(\begin{array}{cccc}
e^{v} & 0 & 0 & 0  \tag{3.11}\\
0 & -e^{\lambda} & 0 & 0 \\
0 & 0 & -r^{2} & 0 \\
0 & 0 & 0 & -r^{2} \sin ^{2} \theta
\end{array}\right)
$$

where

$$
\lambda=\lambda(r), \quad \nu=\nu(r)
$$

in a "polar"' coordinate system ( $t, r, \theta, \phi$ ). Equations (3.7) then reduce to the following set:

$$
\begin{gather*}
-v^{\prime} / r-\left(1-e^{\lambda}\right) / r^{2}-(\omega / 2) f(r)=0,  \tag{3.12}\\
-r^{2} e^{-\lambda}\left[\nu^{\prime \prime} / 2-\lambda^{\prime} v^{\prime} / 4+v^{\prime 2} / 4+\left(v^{\prime}-\lambda^{\prime}\right) / 2 r\right] \\
+(\omega / 2) r^{2} e^{-\lambda} f(r)=0,  \tag{3.13}\\
e^{v-\lambda}\left[-\lambda^{\prime} / r+\left(1-e^{\lambda}\right) / r^{2}\right]-(\omega / 2) e^{v-\lambda} f(r)=0 \tag{3.14}
\end{gather*}
$$

where we have put

$$
\begin{equation*}
f(r)=\left[x^{0^{\prime}}(r) / x^{0}(r)\right]^{2} \tag{3.15}
\end{equation*}
$$

From (3.12) and (3.14) we have

$$
\begin{equation*}
\nu^{\prime}+\lambda^{\prime}+\omega r f(r)=0, \tag{3.16}
\end{equation*}
$$

or

$$
\begin{equation*}
\lambda^{\prime}=-v^{\prime}-\omega r f(r) \tag{3.17}
\end{equation*}
$$

Substituting (3.17) in (3.13), we get

$$
\begin{equation*}
r \nu^{\prime \prime}+2 \nu^{\prime}+r \nu^{\prime 2}+(\omega / 2) v^{\prime} r^{2} f(r)=0 \tag{3.18}
\end{equation*}
$$

which can be solved for $v$ in terms of $r$ and $f(r)$. Setting $\mu=e^{v}$, we get from (3.18)

$$
\begin{equation*}
\mu^{\prime \prime}+\mu^{\prime} g(r)=0 \tag{3.19}
\end{equation*}
$$

where

$$
\begin{equation*}
g(r)=-[2 / r+(\omega / 2) r f(r)] . \tag{3.20}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mu=e^{v}=D+C \phi(r) \tag{3.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(r)=\int \exp \left(\int g(r) d r\right) d r \tag{3.22}
\end{equation*}
$$

and $D$ and $C$ are integration constants.
On the other hand, integration of (3.17) gives a relationship between $v$ and $\lambda$,

$$
\begin{equation*}
e^{\lambda}=A \exp \left(-\int \omega r f(r) d r\right) e^{-v}, \tag{3.23}
\end{equation*}
$$

where $A$ is another integration constant. Equations (3.20) and (3.22) enable us to express everything in terms of $\phi(r)$ and its derivatives, as follows:

$$
\begin{gather*}
\exp \left(-\int \omega r f(r) d r\right)=r^{4} \phi^{\prime}(r)  \tag{3.24}\\
(\omega / 2) f(r)=-2 / r^{2}-\phi^{\prime \prime}(r) / r \phi^{\prime}(r) \tag{3.25}
\end{gather*}
$$

Thus

$$
\begin{equation*}
e^{2}=A r^{4}\left[\phi^{\prime}(r)\right]^{2} /[D+C \phi(r)] . \tag{3.26}
\end{equation*}
$$

Finally, substituting (3.21), (3.25), and (3.26) in (3.12), we obtain the following nonlinear differential equation for $\phi(r)$ :

$$
(D+C \phi)\left(1+r \phi^{\prime \prime} / \phi^{\prime}\right)+A r^{4} \phi^{\prime 2}-C r \phi^{\prime}=0
$$

or

$$
\begin{equation*}
(D+C \phi)\left(r \phi^{\prime}\right)^{\prime}+A r^{4} \phi^{\prime 3}-C r \phi^{\prime 2}=0 \tag{3.27}
\end{equation*}
$$

Apart from the special Schwarzschild solution, we have been unable to obtain a solution of (3.27) in a closed form. However, a formal series solution of the form $\phi=\sum_{n=0}^{\infty} a_{n} r^{-n}$ exists, although the question of convergence of such a solution remains open. Details of the solution and recurrence formula for $a_{n}$ are relegated to the Appendix.
The general solution of the form $\phi=\sum_{n=0}^{\infty} a_{n} r^{-n}$ is as follows:

$$
\begin{gather*}
a_{0} \text { arbitrary } \\
a_{1} \neq 0, \quad A a_{1}^{2}=D+C a_{0} \\
a_{2}=0 \\
a_{3} \text { arbitrary } \tag{3.28}
\end{gather*}
$$

$a_{n}, n>3$, are determined in
terms of $a_{0}$ and $a_{3}$ by a well-
defined recurrence relation.

If we now impose the usual boundary condition at infinity, i.e., $e^{\nu} \rightarrow 1$ as $r \rightarrow \infty$, we get

$$
\begin{equation*}
D+C a_{0}=1 \tag{3.29}
\end{equation*}
$$

Then, also

$$
e^{\lambda}=\frac{A r^{4}\left(a_{1}^{2} / r^{4}+\cdots+\cdots\right)}{D+C\left(a_{0}+a_{1} / r+\cdots+\cdots\right)} \rightarrow 1
$$

as $r \rightarrow \infty$. A special case of (3.28) is

$$
\begin{align*}
& a_{0} \text { arbitrary, } \\
& a_{1}= \pm\left[\left(D+C a_{0} / A\right)\right]^{\frac{1}{2}},  \tag{3.30}\\
& a_{n}=0, \quad n>1,
\end{align*}
$$

which together with (3.29) gives the Schwarzschild solution

$$
\begin{align*}
& e^{v}=1 \pm C / \sqrt{ } A r \\
& e^{\lambda}=1 /(1 \pm C / \sqrt{ } A r) \tag{3.31}
\end{align*}
$$

From (3.15) and (3.25) we get for the gauge function

$$
\begin{align*}
& x^{0}(r)=\text { const } \\
& \quad \times \exp \int\left\{-\left[\left(4 / \omega r^{2}\right)+(2 / \omega r)\left(\phi^{\prime \prime} / \phi^{\prime}\right)\right]\right\}^{\frac{1}{2}} d r . \tag{3.32}
\end{align*}
$$

In the Schwarzschild case, thus, $x^{0}=$ constant, since $\phi^{\prime \prime} / \phi^{\prime}=-2 / r$. This is, of course, also clear from the field equations (3.12)-(3.14).

It is interesting to note that $e^{v}$ does not contain any $r^{-2}$ term. The effect of $r^{-n}, n>2$, terms on gravitational red shift (which is determined solely by $e^{v}$ ) experiments is, of course, too small to be detected at present.

To discuss both the problem of perihelion precession and bending of light rays, it is necessary to have an equation of motion of test bodies. As we have seen in Sec. 2, the geodesics of metrical connection are not identical with the autoparallels of affine connection. In view of (3.6), however, the two are practically the same, i.e., they are given by

$$
\begin{align*}
& \frac{d^{2} x^{\mu}}{d s^{2}}+\left\{\begin{array}{c}
\mu \\
\alpha \beta
\end{array}\right) \frac{d x^{\alpha}}{d s} \frac{d x^{\beta}}{d s}+\beta x^{0}{ }^{\circ} \dot{\phi}_{\alpha} \frac{d x^{\mu}}{d s} \frac{d x^{\alpha}}{d s} \\
& -\alpha \frac{x^{0}}{2} g_{\alpha \beta} \frac{d x^{\alpha}}{d s} \frac{d x^{\beta}}{d s} \AA^{\mu}=0, \tag{3.33}
\end{align*}
$$

where for geodesics $\alpha=\beta=1$ and for autoparallels $\beta=\frac{1}{4}, \alpha=-\frac{1}{2}$. Long ago Eddington ${ }^{10}$ considered the effect of non-Schwarzschild terms in the usual geodesic equations of general relativity. The combined effect of non-Schwarzschild terms in the metric and the extra terms in (3.33) are being investigated.
In conclusion we would like to point out that the variational principle (3.2) and the consequent field equations are probably too simple to provide an alternative to either the general theory of relativity or Brans-Dicke theory, which is significant from an experimental point of view. In this paper we have strived merely to provide a framework for an alternative theory should new experimental results make the general theory unsatisfactory.

## ACKNOWLEDGMENTS

This work was supported in part by the National Research Council of Canada under an operating research grant. We are grateful to W. D. Halford for some useful ideas.

## APPENDIX

Consider a series solution of (3.27) of the form

$$
\begin{equation*}
\phi=\sum_{n=0}^{\infty} a_{n} r^{-n} . \tag{A1}
\end{equation*}
$$

Then

$$
\begin{align*}
\phi^{\prime} & =-\sum_{n=2}^{\infty}(n-1) a_{n-1} r^{-n},  \tag{A2}\\
\left(r \phi^{\prime}\right)^{\prime} & =\sum_{n=2}^{\infty}(n-1)^{2} a_{n-1} r^{-n}, \tag{A3}
\end{align*}
$$

$$
\begin{align*}
(D+ & C \phi)\left(r \phi^{\prime}\right)^{\prime} \\
= & \sum_{n=2}^{\infty} D(n-1)^{2} a_{n-1} r^{-n} \\
& +\sum_{n=2}^{\infty}\left(\sum_{k=0}^{n-2} C a_{k}(n-k-1)^{2} a_{n-k-1}\right) r^{-n},  \tag{A4}\\
C r \phi^{\prime 2}= & \sum_{n=3}^{\infty} C\left(\sum_{k=2}^{n-1}(k-1) a_{k-1}(n-k) a_{n-k}\right) r^{-n}, \quad \text { (A5) }  \tag{A5}\\
\phi^{\prime 3}=- & \left(\sum_{n=2}^{\infty}(n-1) a_{n-1} r^{-n}\right) \\
& \times\left[\sum_{n=4}^{\infty}\left(\sum_{k=2}^{n-2}(k-1)(n-k-1) a_{k-1} a_{n-k-1}\right) r^{-n}\right],
\end{align*}
$$

$$
\begin{align*}
& A r^{4} \phi^{\prime 3}  \tag{A6}\\
& =-\sum_{n=2}^{\infty} A\left[\sum_{l=2}^{n}\left[(l-1) a_{l-1}\right]\right. \\
&  \tag{A7}\\
& \left.\times\left(\sum_{k=2}^{n-l+2}(k-1)(n-l-k+3) a_{k-1} a_{n-l-k+3}\right)\right] r^{-n} .
\end{align*}
$$

Substituting (A4), (A5), and (A7) in (3.27), we get, on equating coefficients of

$$
\begin{aligned}
r^{-2}: & a_{1}\left(D+C a_{0}\right)-A a_{1}^{3}=0, \\
\text { or } & a_{0} \text { arbitrary, } a_{1} \neq 0, \\
& A a_{1}^{2}=D+C a_{0} ; \\
r^{-3}: & a_{2}\left[-2\left(D+C a_{0}\right)\right]=0, \\
\text { or } & a_{2}=0 \\
r^{-4}: & a_{3}\left[9\left(D+C a_{0}\right)-9 A a_{1}^{2}\right]=0, \\
\text { or } & a_{3} \text { arbitrary }
\end{aligned}
$$

$r^{-n}, n>4$; the following recurrence relation for $a_{n}(n \geq 4)$ :
$a_{n-1}\left[\left(D+C a_{0}\right)(n-1)(n-4)\right]$

$$
-A a_{1} \sum_{k=3}^{n-1}(k-1)(n-k+1) a_{k-1} a_{n-k+1}
$$

$$
-A \sum_{l=3}^{n-1}\left[(l-1) a_{l-1}\right]
$$

$$
\times\left(\sum_{k=2}^{n-l+2}(k-1)(n-l-k+3) a_{k-1} a_{n-l-k+3}\right)
$$

$$
\begin{equation*}
-C \sum_{l=2}^{n-1} a_{n-l} a_{l-1}(n-l)(2 l-n-1)=0 . \tag{A8}
\end{equation*}
$$

[^0]${ }^{5}$ G. Lyra, Math. Z. 54, 52 (1951); E. Scheibe, Math. Z. 57, 65 (1952) ; D. K. Sen, Z. Physik 149, 311 (1957).
${ }^{6}$ E. Schrödinger, Space-Time Structure (Cambridge U.P., Cambridge, 1954), p. 27.
${ }^{7}$ See, for example, N. Hicks, Notes on Differential Geometry (Van Nostrand, Princeton, N.J., 1965).
${ }^{8}$ D. K. Sen, Can. Math. Bull. 3, 255 (1960).
${ }^{9}$ In Brans-Dicke's equation $\omega$ plays a role analogous to $G^{-1}$. In (3.8) $G$ can be absorbed in $x^{0}$.
${ }^{10}$ A. S. Eddington, The Mathematical Theory of Relativity (Cambridge U.P., Cambridge, 1930), 2nd Ed.
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## 2. GAUGE-INDEPENDENT EQUILIBRIUM DISTRIBUTION

Consider a collection of noninteracting free electrons moving in the presence of constant, uniform electric and magnetic fields. The complete Hamiltonian for each electron in this system is

$$
\begin{equation*}
H_{T}=H_{B}+H_{E} \tag{2.1}
\end{equation*}
$$

where $H_{B}$ is the Hamiltonian of a free electron in a uniform magnetic field and $H_{E}$ the interaction with
the external electric field. We have

$$
\begin{equation*}
H_{B}=\frac{1}{2 m} \mathbf{P}^{2} \tag{2.2}
\end{equation*}
$$

in which $\mathbf{P} \equiv \mathbf{p}-(e / c) \mathbf{A}(\mathbf{r})$ and

$$
\begin{equation*}
H_{E}=-e E_{\alpha} x_{\alpha} \tag{2.3}
\end{equation*}
$$

In (2.2), $e$ is the (algebraic) charge of the electron and $\mathbf{A}(\mathbf{r})$ is the vector potential. In (2.3), the $E_{\alpha}, \alpha=$ $1,2,3$, are the components of the external electric field and the repeated index $\alpha$ implies a summation over $\alpha$. The exact density operator for the system, $\rho_{T}$, is determined by the gauge-dependent Liouville equation

$$
\begin{equation*}
i \hbar \frac{\partial \rho_{T}}{\partial t}=\left[H_{T}, \rho_{T}\right] \tag{2.4a}
\end{equation*}
$$

with $H_{T}$ given by (2.1). The expectation value of any observable quantity represented by the operator $M(\mathbf{r}, \mathbf{p}-(e / c) \mathbf{A}, t)$ is then given by

$$
\begin{equation*}
\bar{M}=\operatorname{Tr}\left\{\rho_{T} M\right\} \tag{2.4b}
\end{equation*}
$$

It was previously shown that the gauge-dependent Eqs. (2.4) can be replaced by the gauge-independent equations

$$
\begin{align*}
i \hbar \frac{\partial \tilde{\rho}_{T}}{\partial t}= & {\left[H_{0}+H_{E}, \tilde{\rho}_{T}\right] } \\
& -\frac{e}{2 m c}\left\{(\mathbf{p} \times \mathbf{B}) \cdot\left[\mathbf{r}, \tilde{\rho}_{T}\right]+\left[\mathbf{r}, \tilde{\rho}_{T}\right] \cdot(\mathbf{p} \times \mathbf{B})\right\} \tag{2.5a}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{M}=\operatorname{Tr}\left\{\tilde{\rho}_{T} \tilde{M}\right\} \tag{2.5b}
\end{equation*}
$$

where $\tilde{\rho}_{T}$ is the new density operator, $H_{0}=\mathbf{p}^{2} / 2 m$ is just the free electron Hamiltonian, and $\tilde{M}=$ ( $\mathbf{r}, \mathbf{p}, t$ ) is the appropriate operator corresponding to the observable. ${ }^{1}$ In carrying out the transformation of Eqs. (2.4) into Eqs. (2.5), it is useful to write $\rho_{T}$ in the form of an integral operator

$$
\begin{equation*}
\rho_{T}=\int_{-\infty}^{\infty} e^{i \mathbf{P} \cdot \boldsymbol{\xi}} R_{T}(\xi, \mathbf{r}, \mathbf{B}, t) d \boldsymbol{\xi}, \tag{2.6}
\end{equation*}
$$

which can be taken to define the gauge-independent function $R_{T}(\xi, \mathbf{r}, \mathbf{B}, t)$. Then $\tilde{\rho}_{T}$ can be written

$$
\begin{equation*}
\tilde{\rho}_{T}=\int_{-\infty}^{\infty} e^{i \mathrm{p} \cdot \boldsymbol{\xi}} R_{T}(\xi, \mathbf{r}, \mathbf{B}, t) d \boldsymbol{\xi} \tag{2.7}
\end{equation*}
$$

where $R_{T}(\xi, \mathbf{r}, \mathbf{B}, t)$ is identical with the corresponding function appearing in (2.6).
The usual procedure in treating problems of electrical transport is to assume the existence of a well-defined equilibrium distribution in the absence of an electric field and determine by means of perturbation theory the change in this distribution resulting from the application of an electric field. ${ }^{6}$ Using this
procedure and limiting ourselves to terms of first order in the electric field, we write

$$
\begin{equation*}
\tilde{\rho}_{T}=\tilde{\rho}_{E}+\tilde{\rho}, \tag{2.8}
\end{equation*}
$$

where $\tilde{\rho}_{E}$ is linear in the electric field and $\tilde{\rho}$ is the new gauge-independent equilibrium density operator which satisfies the equation

$$
\begin{align*}
0=\left[H_{0}, \tilde{\rho}\right]-\frac{e}{2 m c}\{(\mathbf{p} \times \mathbf{B}) & \cdot[\mathbf{r}, \tilde{\rho}] \\
& +[\mathbf{r}, \tilde{\rho}] \cdot(\mathbf{p} \times \mathbf{B})\} \tag{2.9}
\end{align*}
$$

since $\tilde{\rho}$ is of course independent of time. Following Kohn and Luttinger, ${ }^{5}$ we set

$$
\begin{equation*}
E_{\alpha}=E_{\alpha}^{0} e^{s t}, \tag{2.10}
\end{equation*}
$$

where $s$ is a suitably chosen frequency parameter so that $E_{\alpha}$ is zero at $t=-\infty$ and reaches its full value $E_{\alpha}^{0}$ at $t=0$. Then $\tilde{\rho}_{E}$ must satisfy the initial condition

$$
\begin{equation*}
\tilde{\rho}_{E}(t=-\infty)=0 ; \tag{2.11}
\end{equation*}
$$

Eqs. (2.5a) and (2.11) can now be satisfied by taking

$$
\begin{equation*}
\tilde{\rho}_{E}=f e^{s t}, \tag{2.12}
\end{equation*}
$$

where $f$ is independent of time. The quantity $f$ is the correction to the equilibrium density operator at $t=0$, which is what we want. Choosing a plane wave representation in which $H_{0}$ is diagonal and assuming that $s \ll \omega_{0}$, we find that the diagonal matrix elements of $f$ satisfy the equation

$$
\begin{equation*}
0=e \mathbf{E}^{0} \cdot \nabla_{k} \tilde{\rho}_{k}+\frac{e \hbar}{m c}(\mathbf{k} \times \mathbf{B}) \cdot \nabla_{k} f_{k}, \tag{2.13}
\end{equation*}
$$

where we have set $\tilde{\rho}_{k} \equiv \tilde{\rho}_{k k}$ and $f_{k} \equiv f_{k k}$. Except for the absence of a potential scattering term, Eq. (2.13) has the form of the ordinary Boltzmann equation, where $f_{k}$ is just the correction to the distribution function linear in the electric field.

Before Eq. (2.13) can be solved, $\tilde{\rho}$ must be known. In most treatments of electrical transport based on the Boltzmann equation, $\tilde{\rho}$ is incorrectly taken to be simply the Boltzmann distribution function in the absence of a magnetic field, it being assumed that the effects of the magnetic field are properly taken into account by the magnetic field term

$$
(e \hbar / m c)(\mathbf{k} \times \mathbf{B}) \cdot \nabla_{k} f_{k} .
$$

Actually $\tilde{\rho}$ itself depends on the magnetic field, allowing the possibility of magnetic effects not encountered in the usual treatment of electrical transport based on the Boltzmann equation. While $\tilde{\rho}$ must satisfy Eq. (2.9), this requirement is not sufficient to determine its exact form. However, $\tilde{\rho}$ can be found from the implied relationship between $\tilde{\rho}_{T}$ and $\rho_{T}$ as expressed by Eqs. (2.6) and (2.7). Let

$$
\begin{equation*}
\rho_{T}=\rho_{E}+\rho, \tag{2.14}
\end{equation*}
$$

where $\rho_{E}$ is linear in the electric field and $\rho$ is the exact gauge-dependent equilibrium density operator satisfying Eq. (2.4a) at $t=-\infty$. From statistical mechanics we know

$$
\begin{equation*}
\rho=K e^{-\beta \mathbf{P}^{2} / 2 m}, \tag{2.15a}
\end{equation*}
$$

where $\beta=1 / k T$ and

$$
\begin{equation*}
K=\frac{1}{V}\left(\frac{2 \pi \hbar^{2} \beta}{m}\right)^{\frac{3}{2}} \frac{2 k T}{\hbar \omega_{0}} \sin \frac{\hbar \omega_{0}}{2 k T} . \tag{2.15b}
\end{equation*}
$$

Placing (2.15) in (2.6) gives the following equation for determining $R(\boldsymbol{\xi}, \mathbf{B})$ :

$$
\begin{equation*}
K e^{-\beta \mathbf{P}^{2} / 2 m}=\int_{-\infty}^{\infty} e^{i \mathbf{P} \cdot \boldsymbol{\xi}} R(\boldsymbol{\xi}, \mathbf{B}) d \boldsymbol{\xi} . \tag{2.16}
\end{equation*}
$$

Once $R(\xi, B)$ is known, $\tilde{\rho}$ can be found directly from (2.7).

In determining $R(\boldsymbol{\xi}, \mathbf{B})$ it is convenient to choose the Landau gauge $\mathbf{A}(\mathbf{r})=(-y B, 0,0)$, which gives a magnetic field $\mathbf{B}$ directed in the positive $z$ direction. Setting

$$
\begin{equation*}
R(\xi, \mathbf{B})=K S_{x y}\left(\xi_{x}, \xi_{y}\right) S_{z}\left(\xi_{z}\right), \tag{2.17}
\end{equation*}
$$

we can factor Eq. (2.16) at once into the pair of operator equations
$e^{-\beta\left(P_{x}{ }^{2}+P_{y}{ }^{2}\right) / 2 m}$

$$
\begin{equation*}
=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i\left(P_{x} \xi_{x}+P_{y} \xi_{\nu}\right)} S_{x y}\left(\xi_{x}, \xi_{v}\right) d \xi_{x} d \xi_{y} \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{-\beta P_{z}^{2} / 2 m}=\int_{-\infty}^{\infty} e^{i P_{z 5} \xi_{z}} S_{z}\left(\xi_{z}\right) d \xi_{z}, \tag{2.19}
\end{equation*}
$$

since $P_{z}$ commutes with both $P_{x}$ and $P_{y}$. To solve for $S_{z}\left(\xi_{z}\right)$, form the matrix of (2.19) using a plane wave representation. Inverting the result gives

$$
\begin{equation*}
S_{z}\left(\xi_{z}\right)=\left(\frac{m}{2 \pi \beta}\right)^{\frac{1}{2}} e^{-m \xi_{z}^{2} / 2 \beta}, \tag{2.20}
\end{equation*}
$$

which is identical with the expression obtained directly from (2.19) treating $P_{z}$ as if it were an ordinary continuous variable.

Finding $S_{x y}\left(\xi_{x}, \xi_{y}\right)$ is somewhat more difficult since $P_{x}$ and $P_{\nu}$ do not commute. It is useful to begin by factoring the exponential operators appearing in (2.18). First consider the left-hand side of (2.18); this can be factored by means of the relationship ${ }^{7}$

$$
\begin{equation*}
e^{p^{2}+Q^{2}}=(\sec 2 c)^{\frac{1}{2}} e^{\left(p^{2} / 2 c\right) \tan 2 c} e^{-(p q / c) \ln \cos 2 c} e^{\left(q^{2} / 2 c\right) \tan 2 c} \tag{2.21}
\end{equation*}
$$

which holds whenever the operators $p$ and $q$ commute with their commutator $[q, p] \equiv c$. Taking $p=$ $i(\beta / 2 m)^{\frac{1}{2}} P_{x}$ and $q=i(\beta / 2 m)^{\frac{1}{2}} P_{y}$, we find $c=\frac{1}{2} i \beta \hbar \omega_{0}$, which, being a constant, commutes with $p$ and $q$. The exponential operator on the right-hand side of Eq. (2.18) can be factored by making use of the
relationship ${ }^{8}$

$$
\begin{equation*}
e^{u+v}=e^{u} e^{v} e^{-\frac{1}{[ }[u, v]} \tag{2.22}
\end{equation*}
$$

where again $u$ and $v$ are two operators which commute with their commutator $[u, v]$. Taking $u=i \omega_{0} m y \xi_{x}$ and $v=i \xi_{y} p_{v}$, we find $[u, v]=-i \omega_{0} m \hbar \xi_{x} \xi_{y}$, which does in fact commute with $u$ and $v$ as defined here. Rewrite (2.18), making use of (2.21) and (2.22). Now assume that $\beta \hbar \omega_{0} \ll 1$, a condition that is well satisfied for a wide range of interesting temperatures and magnetic fields, and expand the results in powers of $\beta \hbar \omega_{0}$, taking care to preserve the order of noncommuting operators. This gives

$$
\begin{align*}
e^{-\beta P_{x}^{2} / 2 m}(1 & -\frac{i \beta^{2} \hbar \omega_{0}}{2 m} P_{x x} P_{y} \\
& -\frac{\beta^{2} \hbar^{2} \omega_{0}^{2}}{4}+\frac{\beta^{3} \hbar^{2} \omega_{0}^{2} P_{x}^{2}}{6 m}-\frac{\beta^{4} \hbar^{2} \omega_{0}^{2}}{8 m^{2}}\left(P_{x} P_{y}\right)^{2} \\
& \left.+\frac{\beta^{3} \hbar^{2} \omega_{0}^{2}}{6 m} P_{y}^{2}\right) e^{-\beta P_{y}{ }^{2} / 2 m} \\
= & \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i P_{x} \xi x} e^{i P_{y} \xi_{y}} \\
& \times\left[1+\frac{1}{2} i \hbar \omega_{0} m \xi_{x} \xi_{y}+\frac{1}{2}\left(\frac{1}{2} i \hbar \omega_{0} m \xi_{x} \xi_{y}\right)^{2}\right] \\
& \times \sum_{n=0} S_{x y}^{(n)}\left(\xi_{x}, \xi_{y}\right)\left(\beta \hbar \omega_{0}\right)^{n} d \xi_{x} d \xi_{y} . \quad(2.23) \tag{2.23}
\end{align*}
$$

Here we have let

$$
\begin{equation*}
S_{x y}\left(\xi_{x}, \xi_{y}\right)=\sum_{n=0} S_{x y}^{(n)}\left(\xi_{x}, \xi_{y}\right)\left(\beta \hbar \omega_{0}\right)^{n} \tag{2.24}
\end{equation*}
$$

in which the coefficients $S_{x y}^{(n)}\left(\xi_{x}, \xi_{y}\right)$ are assumed to be independent of the magnetic field. In (2.23) collect terms of the same order in $\beta \hbar \omega_{0}$ and set their respective sums equal to zero. This gives the following set of equations for determining the functions $S_{x y}^{(n)}\left(\xi_{x}, \xi_{v}\right)$ :

$$
e^{-\beta P_{x}^{2} / 2 m} e^{-\beta P_{y}^{2} / 2 m}
$$

$$
\begin{aligned}
& \quad=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i P_{x} \xi_{x}} e^{i P_{y} \xi_{y}} S_{x y}^{(0)}\left(\xi_{x}, \xi_{y}\right) d \xi_{x} d \xi_{y}, \\
& = \\
& \quad-\int_{-\infty}^{\infty} e^{-\beta P_{x}^{2} / 2 m} P_{x} P_{y} e^{-\beta P_{y} / 2 m} e^{i P_{x} \xi_{x}} e^{i P_{y} \xi_{y}} \\
& \quad \times\left[\frac{1}{2} i m \xi_{x} \xi_{y} S_{x y}^{(0)}\left(\xi_{x}, \xi_{y}\right)+\beta S_{x y}^{(1)}\left(\xi_{x}, \xi_{y}\right)\right] d \xi_{x} d \xi_{y}
\end{aligned}
$$

$$
\begin{align*}
& \frac{1}{2} \beta^{2} e^{-\beta P_{x}^{2} / 2 m}\left[\frac{1}{2}-\frac{\beta}{3 m}\left(P_{x}^{2}+P_{y}^{2}\right)\right.  \tag{2.25b}\\
& \left.\quad+\frac{1}{4} \frac{\beta^{2}}{m^{2}}\left(P_{x} P_{y}\right)^{2}\right] e^{-\beta P_{y}^{2} / 2 m} \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i P_{x} \xi_{x}} e^{i P_{y} \xi_{v}}\left[\frac{1}{8} m^{2} \xi_{x}^{2} \xi_{y}^{2} S_{x v}^{(0)}\left(\xi_{x}, \xi_{y}\right)\right. \\
& \left.\quad-\frac{1}{2} \operatorname{im} \beta \xi_{x} \xi_{y} S_{x y}^{(1)}\left(\xi_{x}, \xi_{y}\right)-\beta^{2} S_{x v}^{(2)}\left(\xi_{x}, \xi_{v}\right)\right] d \xi_{x} d \xi_{v} . \tag{2.25c}
\end{align*}
$$

To solve these equations, we begin by setting $S_{x y}^{(0)}\left(\xi_{x}, \xi_{y}\right)=S_{x}^{(0)}\left(\xi_{x}\right) S_{y}^{(0)}\left(\xi_{y}\right)$. Then (2.25a) can be separated and solved giving

$$
\begin{align*}
& S_{x}^{(0)}\left(\xi_{x}\right)=\left(\frac{m}{2 \pi \beta}\right)^{\frac{1}{2}} e^{-m \xi_{x}^{2} / 2 \beta}  \tag{2.26a}\\
& S_{y}^{(0)}\left(\xi_{y}\right)=\left(\frac{m}{2 \pi \beta}\right)^{\frac{1}{2}} e^{-m \xi_{v}^{2} / 2 \beta} \tag{2.26b}
\end{align*}
$$

By using this result, the first term on the right-hand side of ( 2.25 b ) can be evaluated. It turns out to be identical with the left-hand term, which implies that $S_{x y}^{(1)}=0$. In this case the second term on the righthand side of ( 2.25 c ) is also zero. Make use of the expression for $S_{x y}^{(0)}$ to evaluate the first term on the right-hand side of ( 2.25 c ). In the resulting equation replace $\left(P_{x} P_{y}\right)^{2}$ with $P_{x}^{2} P_{y}^{2}$ by neglecting a term of third order in the magnetic field. Then

$$
\begin{align*}
& e^{-\beta P_{x}^{2} / 2 m}\left(\frac{\beta}{2 m}\left(P_{x}^{2}+P_{y}^{2}\right)-1\right) e^{-\beta P_{y}^{2} / 2 m} \\
& \quad=8 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i P_{x} \xi_{x}} e^{i P_{y} \xi_{\nu}} S_{x y}^{(2)} d \xi_{x} d \xi_{y}, \tag{2.27}
\end{align*}
$$

which has the solution

$$
\begin{equation*}
S_{x v}^{(2)}=-\frac{1}{24}\left(\frac{m}{2 \pi \beta}\right)\left(1+\frac{m}{\beta}\left(\xi_{x}^{2}+\xi_{y}^{2}\right)\right) e^{-(m / 2 \beta)\left(\xi_{x}{ }^{2}+\xi_{\nu}{ }^{2}\right)} \tag{2.28}
\end{equation*}
$$

Substituting our results into (2.17) and expanding $K(\beta)$ to the appropriate order, we find

$$
\begin{equation*}
R(\xi, \mathbf{B})=\frac{\hbar^{3}}{V}\left(1-\frac{1}{24} \frac{m}{\beta}\left(\hbar \omega_{0} \beta\right)^{2}\left(\xi_{x}^{2}+\xi_{y}^{2}\right)\right) e^{-(m / 2 \beta) \xi^{2}} \tag{2.29}
\end{equation*}
$$

which satisfies the condition $\left[R(\xi, \mathbf{B})_{k k}\right]_{\xi=0}=\hbar^{3} / V$ derived previously. ${ }^{4}$
Making use of (2.29), we find from (2.7) that the gauge-independent equilibrium density operator is just

$$
\begin{align*}
\tilde{\rho}=\frac{1}{V} & \left(\frac{2 \pi \hbar^{2} \beta}{m}\right)^{\frac{3}{2}} \\
& \times\left[1+\frac{\left(\hbar \omega_{0} \beta\right)^{2}}{24}\left(\frac{\beta}{m}\left(p_{x}^{2}+p_{y}^{2}\right)-2\right)\right] e^{-\beta D^{2} / 2 m} \tag{2.30}
\end{align*}
$$

This satisfies Eq. (2.9) as it must. In a plane-wave representation, $\tilde{\rho}$ has only diagonal elements,

$$
\begin{align*}
\tilde{\rho}_{k k^{\prime}}= & \frac{1}{V}\left(\frac{2 \pi \hbar^{2} \beta}{m}\right)^{\frac{3}{2}}\left[1+\frac{\left(\hbar \omega_{0} \beta\right)^{2}}{24}\right. \\
& \left.\times\left(\frac{\beta \hbar^{2}}{m}\left(k_{x}^{2}+k_{y}^{2}\right)-2\right)\right] e^{-\beta \hbar^{2} \mathbf{k}^{2} / 2 m} \delta_{k, k^{\prime}}, \tag{2.31}
\end{align*}
$$

from which one can readily show that the trace of $\tilde{\rho}$ is unity.

## 3. CURRENT DENSITY

As a simple example of the present theory, which can be treated exactly by other means, we calculate the current density produced by mutually perpendicular electric and magnetic fields chosen to lie along the positive $x$ and $z$ axes, respectively. Then Eq. (2.13) becomes

$$
\begin{equation*}
0=e E_{x}^{0} \frac{\partial \tilde{\rho}_{k}}{\partial k_{x}}+\hbar \omega_{0}\left(k_{y} \frac{\partial}{\partial k_{x}}-k_{x} \frac{\partial}{\partial k_{y}}\right) f_{k} . \tag{3.1}
\end{equation*}
$$

To solve this equation, assume that $f_{k}$ can be written in the form

$$
\begin{equation*}
f_{k}=-\frac{\hbar}{V}\left(\frac{2 \pi \hbar^{2} \beta}{m}\right)^{\frac{3}{2}} \frac{e E_{x}^{0} \beta}{\omega_{0} m} Q\left(k_{x}^{2}, k_{y}^{2}, k_{z}^{2}\right) k_{y}, \tag{3.2}
\end{equation*}
$$

where $Q$ is an unknown function depending only on the square of each component of the wave vector $\mathbf{k}$. Substituting (2.31) and (3.2) into Eq. (3.1) shows that
$Q=\left[1+\frac{1}{24}\left(\hbar \omega_{0} \beta\right)^{2}\left(\frac{\beta \hbar^{2}}{m}\left(k_{x}^{2}+k_{y}^{2}\right)-4\right)\right] e^{-\beta \hbar^{2} \mathbf{k}^{2} / 2 m}$,
which is seen to have the form required of $Q$.
The gauge-independent velocity operator is just $p / m .{ }^{1}$ Then according to (2.5b) the current density is given by

$$
\begin{align*}
\overline{\mathbf{J}} & =\frac{e n_{0}}{m} \operatorname{Tr}\left\{\tilde{\rho}_{T} \mathbf{p}\right\} \\
& =\frac{e n_{0} \hbar}{m} \sum_{k} f_{k} \mathbf{p} \tag{3.4}
\end{align*}
$$

where $n_{0}$ is the electron density, the equilibrium distribution contributing nothing to the current. Substitute (3.2) into (3.4) and carry out the indicated sum over $\mathbf{k}$. Only the $y$ component of the current density does not vanish, giving

$$
\begin{align*}
\bar{J}_{y}= & -\frac{e n_{0} \hbar^{2}}{(2 \pi)^{3} m}\left(\frac{2 \pi \hbar^{2} \beta}{m}\right)^{\frac{3}{2}} \frac{e E_{x}^{0}}{\omega_{0}} \frac{\beta}{m} \\
& \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_{y}^{2}\left[1+\frac{1}{24}\left(\omega_{0} \hbar \beta\right)^{2}\right. \\
& \left.\times\left(\frac{\beta \hbar^{2}}{m}\left(k_{x}^{2}+k_{y}^{2}\right)-4\right)\right] e^{-\beta \hbar^{2} \mathbf{k}^{2} / 2 m} d k_{x} d k_{y} d k_{z} \\
= & -e n_{0} c \frac{E_{x}^{0}}{B} \tag{3.5}
\end{align*}
$$

a result which is good to second order in $\hbar \omega_{0} \beta$. Actually (3.5) is identical with the exact result (to terms linear in $\mathbf{E}^{0}$ ) obtained using the gauge-dependent density operator formalism; this is shown in the following section.

## 4. GAUGE-DEPENDENT DENSITY MATRIX FORMALISM

It is of interest to compare our result (3.5) for the current density with the exact value which can be found using the gauge-dependent density matrix formalism. ${ }^{9}$ Again following Kohn and Luttinger, ${ }^{5}$ we take

$$
\begin{equation*}
\rho_{E}=g e^{s t}, \tag{4.1}
\end{equation*}
$$

where $g$ is linear in the electric field and $s$ is a suitably chosen frequency. We are then interested in $g$ at $t \equiv 0$, when the electric field (2.10) attains its full value $\mathbf{E}^{0}$. To obtain an equation for $g$, combine (4.1) with (2.14) and substitute the result into Eq. (2.4a). This gives

$$
\begin{equation*}
i \hbar s g=\frac{1}{2 m}\left[\mathbf{P}^{2}, g\right]-e E_{\alpha}^{0}\left[x_{\alpha}, \rho\right] \tag{4.2}
\end{equation*}
$$

if terms of second order in the electric field are neglected.

To solve Eq. (4.2), choose a representation $\varphi_{v}(\mathbf{r})$ in which $H_{B}$ is diagonal: $H_{B} \varphi_{v}=E_{v} \varphi_{v}$. Taking the gauge $\mathbf{A}(\mathbf{r})=(0, x B, 0)$, we have

$$
\begin{equation*}
\varphi_{v}(\mathbf{r})=\left(L_{y} L_{z}\right)^{-\frac{1}{2}} u_{n}\left(x+x_{0}\right) e^{i k_{v} v} e^{i k_{z} z} \tag{4.3}
\end{equation*}
$$

Here $v$ represents the set of quantum numbers ( $n, k_{y}, k_{z}$ ) and $u_{n}\left(x+x_{0}\right)$ is the harmonic oscillator wavefunction centered at $x_{0}=-k_{y} / \alpha^{2}$, where $\alpha^{2}=$ $m \omega_{0} / \hbar$. Form the matrix of (4.2), using (4.3), and solve the resulting equation for $g_{v v^{\prime}}$. We find

$$
\begin{align*}
g_{v v^{\prime}}= & -e E_{x}^{0} \frac{\rho_{v}-\rho_{v^{\prime}}}{E_{v}-E_{v^{\prime}}}[x]_{v v^{\prime}} \\
= & -e E_{x}^{0} \frac{\rho_{v}-\rho_{v^{\prime}}}{E_{v}-E_{v^{\prime}} \alpha}\left[\left(\frac{n+1}{2}\right)^{\frac{1}{2}} \delta_{n+1, n^{\prime}}\right. \\
& \left.+\left(\frac{n}{2}\right)^{\frac{1}{2}} \delta_{n-1, n^{\prime}}-\alpha x_{0} \delta_{n, n^{\prime}}\right] \delta_{k_{v}, k_{v^{\prime}}, \delta_{k_{z}, k_{z^{\prime}}}} \tag{4.4}
\end{align*}
$$

after inserting an explicit expression for the matrix $[x]_{v v^{\prime}}$ and again assuming $s \ll \omega_{0}$.
The gauge-dependent velocity operator is given by the commutator of the position coordinate $\mathbf{r}$ with the Hamiltonian $H_{B}$ :

$$
\begin{equation*}
\mathbf{v}=\frac{i}{\hbar}\left[H_{B}, \mathbf{r}\right]=\frac{1}{m} \mathbf{P} \tag{4.5}
\end{equation*}
$$

To obtain the current density, multiply (4.5) by the electronic charge density $n_{0} e$ and insert it along with (4.4) into Eq. (2.4b). The only nonvanishing contribution to the current density is

$$
\begin{align*}
\bar{J}_{y} & =\frac{e n_{0}}{m} \operatorname{Tr}\left\{\rho_{T} P_{y}\right\} \\
& =4 n_{0} e\left(\frac{\hbar \omega_{0}}{2 m}\right)^{\frac{1}{2}} \sum_{n} \sum_{k_{y}} \sum_{k_{z}}(n+1)^{\frac{1}{2}} g_{n k_{y} k_{z}, n+1 k_{y} k_{z}} \\
& =-e n_{0} c \frac{E_{x}^{0}}{B}, \tag{4.6}
\end{align*}
$$

which is seen to be identical with our previous result (3.5).

## 5. SUMMARY AND DISCUSSION

The current density induced by the application of an electric field to electrons moving in the presence of a uniform magnetic field is found by means of a previously established gauge-independent transport formalism. In attempting to solve for the gaugeindependent distribution function by the usual procedure of finding the correction to the equilibrium distribution linear in the electric field, it becomes apparent that the equation for the gauge-independent density operator is not sufficient to determine the precise form of the needed equilibrium distribution. An approximate expression for the gauge-independent equilibrium distribution is derived from its known relationship to the gauge-dependent equilibrium density operator. From this expression the correction to the distribution function linear in the electric field is found and used to calculate the current density, which turns out to be identical with the exact result obtained using the gauge-dependent transport formalism.
In the usual treatment of transport problems based on the Boltzmann equation, the equilibrium distribution is taken to be the ordinary Boltzmann distribution function. In the absence of potential scattering, this is equivalent to taking

$$
\begin{equation*}
\tilde{\rho}=K e^{-\beta p^{2} / 2 m}, \tag{5.1}
\end{equation*}
$$

with $K^{-1}=\operatorname{Tr} \tilde{\rho}$, even when a magnetic field is present. While Eq. (2.9) is satisfied by (5.1), it is equally well satisfied by any function of $\mathbf{p}^{2}$. It is clear in any case that (5.1) can not be correct when a magnetic field is present since it depends in no way on the magnetic field. Furthermore, any attempt to solve Eq. (2.9) leads at once to the conclusion that the equation itself is not sufficient to determine the equilibrium distribution. This is true even if one takes (5.1) to be the principal contribution and then attempts to include the effects of the magnetic field as a perturbation. More information about $\tilde{\rho}$ is required and this is supplied by the known connection between $\rho$ and $\tilde{\rho}$ through the function $R(\xi, \mathbf{r}, \mathbf{B}, t)$. $\rho$ itself is, of course, known from statistical mechanics. In determining $\tilde{\rho}$ from $\rho$, we find that $\tilde{\rho}$ has as its principal term just (5.1), as expected [see Eq. (2.30)], but contains additional terms depending on the magnetic field. In the particularly simple problem we have chosen to treat, it turns out that the contributions to the current density arising from the additional magnetic terms in the distribution function exactly cancel one another. Indeed, even with the
limited number of terms we have retained in the expansion of the distribution function, the supposed approximate result for the current density is found to be identical with the exact result at least up to terms linear in the electric field. The inclusion of additional terms in the series expression for the gaugeindependent distribution function would probably not change this result. The identity of our approximate expression for the current density with the exact result is very possibly fortuitous and related to the fact that the same current is also given by a calculation based entirely on the principles of classical particle mechanics.

If we used a similar approach, it would be of interest to investigate further the influence of a magnetic field on electrical transport by considering a more realistic system in which potential scattering occurs, particularly scattering by a periodic potential. Such an
investigation has been undertaken but is complicated by the necessity of including several higher-order terms in the transport equation.
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We show that automorphisms of quasilocal algebra $\mathfrak{A}$, a $C^{*}$-algebra with identity on Hilbert space $\mathfrak{H}$,
is extendable to the weak operator closure of $\mathfrak{A}$ under a certain physical assumption.

Given a topological group $G$ and a $C^{*}$-algebra $\mathfrak{A}$ with identity acting on a Hilbert space $\mathfrak{H}$, let $\alpha$ be a homomorphic mapping from $G$ into Aut ( $\mathfrak{A}$ ), the group of $*$-automorphisms of $\mathfrak{A}$, and $\alpha_{g}$ be the image of $g \in G$ under $\alpha$, i.e., $\alpha: g \rightarrow \alpha_{g}$ for $g \in G$ and $\alpha_{g} \in$ Aut ( $\mathfrak{H}$ ). Suppose that $g \rightarrow\left\langle\xi, \alpha_{g}(A) \eta\right\rangle$ is continuous on $G$ for all $A \in \mathfrak{H}$ and all $\xi, \eta \in \mathfrak{H}$. Let $\mathfrak{A}^{-}$be the weakoperator closure of $\mathfrak{U}$; then there are two problems: (i) Can each $\alpha_{g}$ be extended to a $*$-automorphism of $\mathfrak{A}^{-}$and (ii) is $g \rightarrow\left\langle\xi, \alpha_{g}(A) \eta\right\rangle$ continuous on $G$ for all $A \in \mathfrak{H}^{-}$and $\xi, \eta \in \mathfrak{G}$ ? Aarens solved these problems when the mapping $(g, A) \rightarrow \alpha_{g}(A)$ of $G \times \mathfrak{U}$ into $\mathfrak{A}$ satisfies a mild joint continuity condition. ${ }^{1}$ Recently, Kallman ${ }^{2}$ assumed (i) and showed that (ii) is automatically correct if $G$ has a complete metric topology. Kadison and Ringrose ${ }^{3}$ showed that (i) is true if

$$
\begin{equation*}
\left\|\alpha_{g}-\imath\right\|<2 \tag{1}
\end{equation*}
$$

where $\iota$ is the identity automorphism of $\mathfrak{A}$.
However, (1) seems to be a very strong condition for physical problems. In this short note we will give another condition based on physical motivation, such
that (i) is true for quasilocal algebra of observables in quantum field theory, which is the original interest to study the continuity of automorphisms of $C^{*}$. algebras. ${ }^{1}$

We recall some well-known local structures of quasilocal algebra of observables: For every bounded open region $O$ of Minkowski space-time $M$, there is a local von Neumann algebra $R(O)$ on a (separable) Hilbert space $\mathfrak{H}$, such that $R\left(O_{1}\right) \subseteq R\left(O_{2}\right)$ if $O_{1} \subseteq O_{2}$. Let $Q$ be the union of all local von Neumann algebras $R(O)$, i.e., $Q=\bigcup_{i \in I} R\left(O_{i}\right)$, where $I$ is some index set such that $\bigcup_{i \in I} O_{i}=M$. We choose to designate, under the name quasilocal algebra of observables, the $C^{*}$-algebra $\mathfrak{H}$ obtained as the norm-operator closure of $Q$, denoted by $\bar{Q}^{n}$, i.e., $\mathfrak{A}=\bar{Q}^{n}$.

The symmetries of a physical theory within this framework are represented by a $*$-automorphism $\alpha_{g}$ of $\mathfrak{A}$, such that each local algebra $R(O)$ is mapped isomorphically onto another local algebra $R\left(O_{g}\right)$,

$$
\alpha_{g}: R(O) \rightarrow \alpha_{g}(R(O))=R\left(O_{g}\right)
$$

where $O_{g}$ is the image of $O$ "shifted by $g \in G . "$
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The symmetries of a physical theory within this framework are represented by a $*$-automorphism $\alpha_{g}$ of $\mathfrak{A}$, such that each local algebra $R(O)$ is mapped isomorphically onto another local algebra $R\left(O_{g}\right)$,

$$
\alpha_{g}: R(O) \rightarrow \alpha_{g}(R(O))=R\left(O_{g}\right)
$$

where $O_{g}$ is the image of $O$ "shifted by $g \in G . "$

In the present article we shall study only automorphisms of a quasilocal algebra with the above local structures. Before the formulation of the main result below, some other properties of local observables will be discussed.

Given a vector state (a vector state $\omega$ is a state of $\mathfrak{A}$ such that $\omega(A)=\langle\xi, A \eta\rangle$ for $A \in \mathfrak{A}$ and $\xi, \eta \in \mathfrak{H}$.) $\omega$ of $\mathfrak{A}$ and $\omega\left(A^{*} A\right)$ the probability of $\omega$ through $A \in \mathfrak{A}$ with $\|A\| \leq 1$, then $\omega$ can be determined by the collection of probabilities $\omega\left(A^{*} A\right)$ for all observables $A$. However, in an actual experiment, e.g., a monitoring experiment, one can obtain only a finite number of probabilities $\omega\left(A_{i}^{*} A_{i}\right)$ for a finite set of observables $A_{i}, i=1,2, \cdots, n$ (indeed, there are only a finite number of measurements, apparatus, and experiments). And, moreover, due to the limitation of accuracy in experiments, one is unable to find exactly $\omega\left(A_{i}^{*} A_{i}\right)$ but $p_{i}$ within a finite accuracy, viz.,

$$
\begin{equation*}
\left|p_{i}-\omega\left(A_{i}^{*} A_{i}\right)\right|<\epsilon_{i}, \tag{2}
\end{equation*}
$$

for $i=1,2, \cdots, n$, where the $\epsilon_{i}$ are experimental errors. Expression (2) indicates that there are no actual experiments which enable us to specify a definite state $\omega$, but only a weak $*$-neighborhood of $\omega$ in $\mathfrak{A}^{*}$, the dual space of $\mathfrak{A} .{ }^{4}$
If we want to determine an observable $A \in \mathfrak{U}$ with $\|A\| \leq 1$ in some vector states $\omega_{i}$, instead of fixing a state through observables, we have also to find the set of probabilities $\omega_{i}\left(A^{*} A\right)$ for all vector states $\omega_{i}$. Similarly to the above restrictions and limitations in actual experiments, what can be obtained from experimental measurements is not exactly $\omega_{i}\left(A^{*} A\right)$ but $q_{i}$ such that

$$
\begin{equation*}
\left|q_{i}-\omega_{i}\left(A^{*} A\right)\right|<\epsilon_{i} \tag{3}
\end{equation*}
$$

for $i=1,2, \cdots, n$ and some $\epsilon_{i}$ (the errors in experiments). Expression (3) gives a weak-operator neighborhood of $A$ in $\mathfrak{A}$, given by the weak-operator topology of $\mathfrak{B}(\mathfrak{G})$, the set of all bounded operators in $\mathfrak{5}$. Hence we are also unable to find an observable exactly, but only its weak-operator neighborhood.
Another physical interpretation of (3) can be given in terms of effect and ensemble (Gesamheit) introduced by Ludwig ${ }^{5}$ as follows, although the notions of effect and ensemble contain more than observables and vector states: For an ideal effect $A$ and a finite set of ensembles $\omega_{i}, i=1,2, \cdots, n$, one can always find a real effect $T$ such that $q_{i}=\omega_{i}\left(T^{*} T\right)$, satisfying (3) for a given experimental error $\epsilon_{i}$. A finite set of ensembles $\omega_{i}$ indicates, physically, that there are only a finite number of apparatus and experiments. "One can always find a real effect $T$ " means that one can always construct an instrument in experiment
to measure a real effect. Therefore, (3) is in fact the notion of physical approximation of ideal effects given in Ref. 5.
Suppose that $A \in R(O)$ with $\|A\| \leq 1$. Since all experiments (including the locations of instruments and measurements) are operated in the finite region $O$, then the experimental results (real effects) are obtained from $O$. Mathematically, this means that there are real effects $T$ in $R(O)$ with $\|T\| \leq 1$ such that (3) is satisfied. Therefore, there is an open weak-operator neighborhood of $A$ belonging to $R_{1}(O)$, the unit ball of $R(O)$, i.e., $A$ is an interior point of $R_{1}(O)$. Let $\stackrel{\circ}{R}_{1}(O)$ be the interior of $R_{1}(O)$ with respect to the weak-operator topology of $\mathfrak{B}(\mathfrak{H})$; then the conclusion of the above discussion is $A \in \AA_{1}(O)$.
An observable $A \in Q_{1}$, the unit ball of $Q$, has Iproperty ("I" for interior) if $A \in \AA_{1}(O)$ for some finite region $O \subset M$. Furthermore, a subset $W$ of $Q_{1}$ has I-property if, for each $A \in W$, there is some finite region $O \subset M$ such that $A \in \AA_{1}(O)$. Consequently, if $W$ has I-property, then

$$
W \subseteq \bigcup_{i \in I} \stackrel{\circ}{R}_{1}\left(O_{i}\right)
$$

for some index set $I$.
The purpose of this article is to show the following.
Theorem: Let $\alpha_{g}$ be an automorphism of quasilocal algebra $\mathfrak{A}$ as defined above. Suppose each weakly closed subset of $Q_{1}$, the unit ball of $Q$, has I-property; then $\alpha_{g}$ is extendable to $\mathscr{A}^{-}$.

Before we prove the main theorem, we need two lemmas.

Lemma 1: Let $\alpha_{g}$ be an automorphism of quasilocal algebra $\mathfrak{A}$. Then $\alpha_{g}$ is ultraweakly continuous on $\mathfrak{A}$, if $\alpha_{g}$ is ultraweakly continuous on $Q$.

Proof: Let $\phi$ be a normal state with $\|\Phi\|=1$ on $\mathfrak{H}^{-}$, and $\epsilon>0$. Since $\bar{Q}^{n}=\mathfrak{A}$, then for each $A \in \mathfrak{A}$ there exists $T \in Q$ such that $\|A-T\| \leq \epsilon / 3$. Moreover, by the assumption, $\left|\phi\left[\alpha_{g}(T)\right]-\phi\left[\alpha_{a_{0}}(T)\right]\right| \leq \epsilon / 3$ for $T \in Q$ and $g_{0} \in G$. Hence

$$
\begin{aligned}
\mid \phi\left[\alpha_{g}(A)\right]- & \phi\left[\alpha_{g_{0}}(A)\right] \mid \\
\leq & \left|\phi\left[\alpha_{g}(A-T)\right]\right|+\left|\phi\left[\alpha_{\theta}(T)\right]-\phi\left[\alpha_{g_{0}}(T)\right]\right| \\
& \quad+\left|\phi\left[\alpha_{\theta_{0}}(T-A)\right]\right| \\
\leq & 2\|A-T\|+\epsilon / 3 \leq \epsilon .
\end{aligned}
$$

Therefore, $\alpha_{g}$ is ultraweakly continuous on $\mathfrak{A}$.
Lemma 2: Let $Q=\bigcup_{i \in I} R\left(O_{i}\right)$ for $i \in I$, where $\bigcup_{i \in I} O_{i}=M$. If $\alpha_{g}$ is an automorphism of quasilocal
algebra $\mathfrak{A}$ such that

$$
\alpha_{g}: R(O) \rightarrow \alpha_{g}(R(O))=R\left(O_{q}\right)
$$

is a isomorphic mapping, then $\alpha_{g}$ is ultraweakly continuous on $Q$ if each weakly closed subset of $Q_{1}$, the unit ball of $Q$, has I-property.

Proof: Let $W$ be a weakly closed subset of $Q_{1}$. By assumption, $W$ has I-property; hence $W \subseteq$ $\mathrm{U}_{i \in I} \stackrel{\circ}{R}_{1}\left(O_{i}\right)$ for some index set $I$. Furthermore, $W$ is compact in the weak-operator topology; thus $W \subseteq$ $\bigcup_{i \in L} \stackrel{\circ}{R}_{1}\left(O_{i}\right)$ for some finite index subset $J \subset I$. Hence

$$
W \subseteq \bigcup_{i \in J} R_{1}\left(O_{i}\right)
$$

for finite subset $J$ of $I$.
For each $A \in W$ by assumption there is some $O_{i}$ such that $R_{1}\left(O_{i}\right)$ is a weak-operator neighborhood of $A$ and, since $W$ is weakly closed, the intersection of $W$ and $R_{1}\left(O_{i}\right)$ is nonempty, i.e., $W \cap R_{1}\left(O_{i}\right)=$ $V_{i} \neq \varnothing$. Also, $V_{i}$ is weakly closed, because $R_{1}\left(O_{i}\right)$ is also weakly closed. Clearly, $V_{i}$ is a weakly closed subset of $R_{1}\left(O_{i}\right)$, and $W \cap \bigcup_{i \in J} R_{1}\left(O_{i}\right)=\bigcup_{i \in J} V_{i}$ for finite index set $J$. In fact, we have

$$
W=\bigcup_{i \in J} V_{i}
$$

for finite index set $J$.
Moreover, $\alpha_{g}$ is a isomorphic mapping of $R\left(O_{g-1}\right)$ onto $R(O)$, where $O_{g-1}$ is the inverse image of $O$ under $g \in G$; then $\alpha_{g}$ is ultraweakly bicontinuous, ${ }^{6}$ or weakly continuous on the unit ball. Hence, for $V_{i} \subseteq$ $R_{1}\left(O_{i}\right), \alpha_{g}^{-1}\left(V_{i}\right)$ is weakly closed, and for finite index set $J$

$$
\alpha_{g}^{-1}(W)=\bigcup_{i \in J} \alpha_{g}^{-1}\left(V_{i}\right)
$$

is therefore weakly closed, which implies $\alpha_{g}$ is weakly continuous on $Q_{1}$ and thus ultraweakly continuous on $Q$.

The proof of the theorem is trivial now. From Lemma 3 of Ref. 3 we know that $\alpha_{g}$ is extendable to $\mathfrak{A}^{-}$ if $\alpha_{g}$ is ultraweakly bicontinuous on $\mathfrak{U}$. Since $\left(\alpha_{g}\right)^{-1}=$ $\alpha_{g-1}$, we need only to show that $\alpha_{g}$ is ultraweakly continuous on $\mathfrak{A}$, which follows directly from Lemmas 1 and 2.

A final remark is given here to show that for $G=R^{n}$, if automorphism $\alpha_{x}$ of a quasilocal algebra $\mathfrak{U}$ satisfies (1), then the observable has I-property.

Since $\alpha_{x}$ satisfies (1), $\alpha_{x}$ is in a norm-continuous 1-parameter subgroup of Aut ( $\mathfrak{A}$ ). ${ }^{3}$ Let $t \rightarrow \alpha_{t x}$ be the norm-continuous 1-parameter group. If $A \in Q_{1}$, then $A \in R_{1}\left(O_{0}\right)$ for some $O_{0} \subset M$. Let $O$ be a finite region of $M$ such that $O_{0} \subseteq O$; then $R\left(O_{0}\right) \subseteq R(O)$ and $A \in R_{1}(O)$. For each $x \in R^{n}$ and all sufficiently small $t, O_{0}$ can be shifted by $t x$ such that $O_{0}+t x \subseteq O$; then $\alpha_{t x}\left[R\left(O_{0}\right)\right] \subseteq R(O)$. Hence, for each $B \in R(O)^{\prime}$,

$$
\begin{equation*}
\left[B, \alpha_{t x}(A)\right]=0 \tag{4}
\end{equation*}
$$

for small $t$. Furthermore, due to the norm-continuity of $t \rightarrow \alpha_{t x}$, there is a derivation $\delta$ of $\mathfrak{A}$ such that $\alpha_{t x}=\exp (t \delta)$. Applying the same method given by Kadison, ${ }^{7}$ we obtain

$$
\begin{aligned}
{\left[B, \alpha_{t x}(A)\right]=} & {[B, A]+t[B, \delta(A)] } \\
& +\frac{1}{2} t^{2}\left[B, \delta^{2}(A)\right]+\cdots=0
\end{aligned}
$$

for small $t$, so that $\left[B, \delta^{n}(A)\right]=0$ for $n=0,1, \cdots$. Thus (4) is true for all $t$ and each $x \in R^{n}$, which implies that $\alpha_{t x}(A) \in R(O)$ for all $t$ and each $x \in R^{n}$, or more precisely, $\alpha_{t x}(A) \in R_{1}(O)$ for all $t$ and each $x \in R^{n}$. Moreover, since $\left\|\alpha_{t x}-t\right\|<2$, we have

$$
\left|\left\langle\xi_{i},\left[\alpha_{t x}(A)-A\right] \eta_{i}\right\rangle\right|<2
$$

for $\xi_{i}, \eta_{i} \in \mathfrak{G}$ with $\left\|\xi_{i}\right\|<1,\left\|\eta_{i}\right\| \leq 1$. Therefore, there is a weak-operator neighborhood $U\left(A ; \xi_{i}, \eta_{i}\right)$ of $A$ given by

$$
U\left(A ; \xi_{i}, \eta_{i}\right)=\left\{\alpha_{t x}(A) ;\left|\left\langle\xi_{i},\left[\alpha_{t x}(A)-A\right] \eta_{i}\right\rangle\right|<2\right.
$$

for all $t$ and $x \in R^{n}, \xi_{i}, \eta_{i} \in \mathfrak{G}$ with

$$
\left.\left\|\xi_{i}\right\| \leq 1,\left\|\eta_{i}\right\| \leq 1\right\}
$$

which is contained in $R_{1}(O)$. Thus $A$ is an interior point of $R_{1}(O)$, or $A \in \AA_{1}(O)$ for some $O \subset M$.
Conversely, it is clear to see that I-property does not imply (1).
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#### Abstract

Expressions for the matrix elements of powers of infinitesimal operators of $R_{5}$ are obtained in a basis reduced according to $R_{5} \supset\left(S U_{2} \times S U_{2}\right)$. Operators producing the basis functions of any weight from those of highest weight are considered. The coupling and recoupling procedures for the semistretched and the other multiplicity-free cases are considered. By use of projection operators the expressions for the isoscalar factors of both kinds of semistretched Clebsch-Gordan coefficients of $R_{5}$, as well as a new formula for the $9 j$-coefficient of $S U_{2}$ involving only three summation parameters, are obrained. Methods of obtaining the normalized isoscalar factor coupling the basis functions of two symmetrized representations of $R_{5}$ are discussed.


## I. INTRODUCTION

Several papers ${ }^{1-5}$ devoted to the problems of the theory of representations of the group $R_{5}$, of interest to physicists, appeared in the 1960's. In Ref. 1 the group $R_{5}$ is considered together with the other Lie groups of the second rank. In Ref. 2 some expressions for isoscalar factors (i.f.'s) of the Clebsch-Gordan coefficients (CGC's), in the basis reduced with respect to $S U_{2} \times S U_{2}$, are obtained. In Ref. 3 the polynomial basis for the irreducible representations is derived. In Refs. 3 and 4 the expressions for matrix elements of infinitesimal operators (i.o.'s) are considered. In Ref. 4 the invariants and a family of identities relating various polynomials of degree four in the i.o.'s are found. In Ref. 5 the bases reduced with respect to $R_{3}$ are treated.
In Ref. 6 the properties of the basis functions as well as of the i.f.'s under the elements of the substitution group ${ }^{7}$ (of parameters labeling the representations) are established; and expressions, in terms of $S U_{2}$ quantities, have been found for the stretched and semistretched i.f.'s of the first kind [Eqs. (20) and (29), respectively]. The corresponding expression for the semistretched i.f.'s of the second kind has not been given there, because it involves nine summation parameters and therefore is not of practical importance. The main goal of this paper is to work out more powerful techniques of dealing with the basis functions and i.f.'s, enabling us to obtain expressions for the i.f.'s involving a greatly reduced number of summation parameters.
In the next section we obtain the expressions for the matrix elements of powers of i.o.'s using methods analogous to those used in the theory of $S U_{3}{ }^{8,9}$ In Sec. III we construct the general weight lowering operator expressed in terms of products of powers of the infinitesimal operators. This appears to be more useful than that expressed in terms of powers of
"step-up" and "step-down" operators of Ref. 2, because in our case the results of Sec. II may be applied with great success.

In Sec. IV the standard semistretched coupling schemes are defined together with those nonstandard ones which can be obtained from the standard ones with the help of the elements of the substitution group mentioned above. In Sec. V, by use of the weight lowering operators of Sec. III and of the properties of the quantities of representations of $S U_{2}{ }^{10}$ the expression for the semistretched i.f.'s of the second kind is deduced, which involves only three summation parameters instead of nine as obtained by the methods used in Ref. 6. A quantity having higher symmetry than the i.f.'s itself is singled out from this expression.
Section VI is devoted to the consideration of the multiplicity-free coupling of two symmetrized vectors as well as of a symmetrized vector and symmetrized spinor, the main attention being paid to the normalization problem. In solving this last problem, the abovementioned symmetrical quantity was applied in carrying out the summation involved in the special case of the recoupling coefficient needed in the techniques used. In Sec. VII, we examine the semistretched recoupling matrices which are expressible in terms of recoupling matrices of $\mathrm{SU}_{2}$.
In the Appendix a new expression is deduced for the $9 j$ coefficient of $S U_{2}$ containing only three summation parameters. The techniques of the theory of representations of $R_{5}$ are used for this purpose. This possibility emerges from the fact that quantities of $R_{5}$ are expressed in terms of $S U_{2}$ as is done to full extent in Ref. 6 as well as in this paper.

## II. INFINTTESIMAL OPERATORS AND THE MATRIX ELEMENTS OF THEIR POWERS

We take the infinitesimal operators, as is done by Hecht, ${ }^{2}$ and express them in terms of those of $S U_{4}$
with slight differences in normalization. So we write

$$
\begin{array}{r}
H_{1}=\frac{1}{2}\left(E_{11}-E_{22}\right), \quad F_{+0}=E_{12}, \quad F_{-0}=E_{21} \\
H_{2}=\frac{1}{2}\left(E_{33}-E_{44}\right), \quad F_{0+}=E_{34}, \quad F_{0-}=E_{43} \\
T_{++}=-E_{14}-E_{32}, \quad T_{--}=E_{41}+E_{23} \\
T_{+-}=E_{13}-E_{42}, \quad T_{-+}=E_{31}-E_{24} \tag{1c}
\end{array}
$$

Operators (1a) and (1b) are the infinitesimal operators of subgroups $S U_{2}$, and those of (1c) constitute the bispinor of $R_{4}$, which transforms like a spinor with respect to each $S U_{2}$.

The matrix elements of (1a) and (1b) are obtained from the theory of representations of $S U_{2}$, and those of (1c) are expressed in terms of CGC's of the subgroups $S U_{2}$ and reduced matrix elements obtained from formulas (16) of Ref. 2, omitting the factor $\frac{1}{2}$ and the expression $J_{m}\left(J_{m}+2\right)+\Lambda_{m}\left(\Lambda_{m}+1\right)$ in the denominator, because of the difference in the normalization and the definition of reduced matrix elements.

Under the term of the power of i.o.'s we understand the coupling of a certain number of equal operators into the tensor of highest rank and the highest (or lowest) projection of this rank. The matrix elements of powers of (la) and (lb) are known from the theory of $S U_{2}$.

The general reduced matrix element is obtained by calculating this matrix element

$$
\left\langle\begin{array}{c}
\langle K \Lambda\rangle  \tag{2}\\
I^{\prime}, M+\alpha J+\alpha, J+\alpha
\end{array} \left\lvert\, \begin{array}{c}
T_{++}^{2 \alpha}
\end{array} \begin{array}{c}
\langle K \Lambda\rangle \\
I M J J
\end{array}\right.\right\rangle .
$$

We obtain the $S U_{2}$ states $|I M\rangle$ and $|J N\rangle$ from the
states $|I I\rangle$ and $|J J\rangle$ with the help of the operators

$$
\begin{align*}
& \left(\frac{(I+M)!}{(2 I)!(I-M)!}\right)^{\frac{1}{2}} F_{-0}^{I-M}  \tag{3a}\\
& \left(\frac{(J+N)!}{(2 J)!(J-N)!}\right)^{\frac{1}{2}} F_{0-}^{J-N} \tag{3b}
\end{align*}
$$

$F_{-0}^{I-M}$ in (3a) indicates that the operator $F_{-00}$ is to be applied $I-M$ times, successively, to the state $|I I\rangle$. The same holds for (3b).

We make use of the transposition formula

$$
\begin{array}{r}
T_{++}^{a} F_{-0}^{b}=\sum_{u, v} \frac{a!b!(-1)^{v}}{u!(v-u)!(a-u-v)!(b-v)!} \\
\times F_{-0}^{b-v} T_{-+}^{v-u} T_{++}^{a-u-v} F_{0+}^{u} \tag{4}
\end{array}
$$

obtained by using the two first equations of the formulas (2.11) of Ref. 8. Further, we use particular cases of (2) with $M=I$ (so that $I^{\prime}=I+\alpha$ ) and $M+\alpha=-I^{\prime}$ (so that $I^{\prime}=I-\alpha$ ). Under these conditions the summation in the corresponding expressions disappears.

The result for the reduced matrix element of (2) (after omitting the Clebsch-Gordan coefficients of $S U_{2}$ ) is the following expression:

$$
\begin{align*}
& \left\langle\begin{array}{c}
\langle K \Lambda\rangle \\
I^{\prime} J+\alpha
\end{array}\left\|T^{2 \alpha}\right\| \begin{array}{c}
\langle K \Lambda\rangle \\
I J
\end{array}\right\rangle \\
& \quad=\left(\frac{(2 \alpha)!(2 I+1)(2 J+1)!}{\left(2 J^{\prime}+1\right)!}\right)^{\frac{1}{2}} \frac{P\left(K \Lambda I^{\prime} J^{\prime}\right)}{P(K \Lambda I J) \nabla\left(\alpha I I^{\prime}\right)} \tag{5}
\end{align*}
$$

Here $J^{\prime}=J+\alpha$, and $\nabla(a b c)$ is defined by Eq. (16) of Ref. 6. The new quantity $P$ is defined as follows:

$$
\begin{align*}
P(K \Lambda I J)= & \frac{(K+\Lambda+I+J+2)!(K+\Lambda-I+J+1)!(K-\Lambda+I+J+1)!}{(K+\Lambda+I-J+1)!(K+\Lambda-I-J)!} \\
& \left.\times \frac{(K-\Lambda-I+J)!(I+J+\Lambda-K)!}{(K-\Lambda+I-J)!}\right)^{\frac{1}{2}} \tag{6}
\end{align*}
$$

Further, we obtain a formula similar to (4) with $F_{0-1}$ instead of $F_{-0}$ and make use of the reduced matrix element stretched with respect to the subgroup $\mathrm{SU}_{2}$. This enables us to obtain the general expression for the reduced matrix element. It has the form

$$
\left.\begin{array}{rl}
\langle\langle K \Lambda\rangle \\
I^{\prime} J^{\prime} \tag{7}
\end{array}\left\|T^{2 \alpha}\right\|\langle K \Lambda\rangle\right\rangle=\frac{[(2 I+1)(2 J+1)]^{\frac{1}{2}}\left(J+J^{\prime}-\alpha\right)!\nabla\left(\alpha I I^{\prime}\right) \nabla\left(\alpha J J^{\prime}\right)}{P\left(K \Lambda I^{\prime} J^{\prime}\right) P(K \Lambda I J)} .
$$

Unfortunately, the expression (7) is not symmetric with respect to the parameters $I$ and $J$ (as well as $I^{\prime}$ and $\left.J^{\prime}\right)$. It simplifies considerably for the symmetric representations $\langle\Lambda \Lambda\rangle$ or $\langle K O\rangle$.

It is to be taken into account that the contragredient operators are $-T_{++}$and $T_{-\ldots}$, a property which has been used in comparing the matrix elements of powers of i.o.'s. Moreover, the powers of i.o.'s generally are irreducible tensor operators of $S U_{2}$ but not of $R_{5}$ itself, as was the case in considering the group $\mathrm{SU}_{3}$ (cf. Ref. 9).

## III. THE GENERAL WEIGHT LOWERING OPERATOR

The formulas (8) of Ref. 2 allow us to change the weight by one step. However, it is very useful to have operators allowing us to deduce the state of any weight from the state of highest weight by one single operation instead of repeated application of some operator many times. The reason is that the separate parts of "step-up" and "step-down" operators do not commute, and repeated application gives very awkward expressions.

For $S U_{3}$ such an operator is constructed in the form of a polynomial in i.o.'s. For $R_{5}$ it is more difficult to do in this way, because the coefficients in the polynomial are very complicated.
It is easy to find states satisfying the condition $I+J=K+\Lambda$, by acting on the state of highest weight with the operator $T_{-+}^{2 \alpha}$, the result being a
state of nondegenerate weight. Consequently,

$$
\begin{align*}
\left|\begin{array}{c}
\langle K \Lambda\rangle \\
K-\alpha, K-\alpha, \Lambda+\alpha, \Lambda+\alpha
\end{array}\right\rangle \\
=\left(\frac{(2 K-2 \Lambda-2 \alpha)!}{(2 \alpha)!(2 K-2 \Lambda)!}\right)^{\frac{1}{2}} T^{2 \alpha}+\left|\begin{array}{c}
\langle K \Lambda\rangle \\
K K \Lambda \Lambda
\end{array}\right\rangle \tag{8}
\end{align*}
$$

since, in this special case, $T_{-+}$acts on the state as i.o.'s of $S U_{2}$.

The next step is to construct the states with arbitrary $I$ and $J$. First, we observe that the following expansion holds:

$$
\begin{gather*}
\left|\begin{array}{c}
\langle K \Lambda\rangle \\
I I J J
\end{array}\right\rangle=\sum_{\alpha, \beta} Q[\langle K \Lambda\rangle I J, \alpha \beta] F_{-0}^{K-\alpha-\beta-I} F_{0-\alpha}^{A+\alpha-\beta-J} T_{--}^{2 \beta} \\
\times\left|\begin{array}{c}
\langle K \Lambda\rangle \\
K-\alpha, K-\alpha, \Lambda+\alpha, \Lambda+\alpha
\end{array}\right\rangle \tag{9}
\end{gather*}
$$

In order to find the coefficients $Q$ in (9), we operate with the step-up operators $F_{+0}$ or $F_{0+}$ on both sides of this last equation. The result on the left-hand side must be zero. By the use of commutators of $F_{+0}$ and $F_{0+}$ with the operators of the right-hand side of (9), we obtain recurrence formulas for $Q$, which together with the boundary conditions (the degree of the polynomial in i.o.'s cannot be negative) show that the coefficients $Q$ must be proportional to the expression

$$
\begin{align*}
& {[(2 \beta)!]^{-1}[(K+I-\alpha-\beta+1)!(K-I-\alpha-\beta)!(\Lambda+J+\alpha-\beta+1)!(\Lambda-J+\alpha-\beta)!]^{-\frac{1}{2}} } \\
& \times\left[\begin{array}{ccc}
I & J & K-\Lambda \\
K-\alpha-\beta+1 & -\Lambda-\alpha+\beta-1 & K-\Lambda-2 \alpha
\end{array}\right] \tag{10}
\end{align*}
$$

Here, the quantity in the square bracket is a nonstandard CGC of $S U_{2}$, because the absolute values of two of the projections exceed the values of the corresponding angular momenta. For this CGC we use the expression of Van der Waerden [the first of Eqs. (13.1) of Ref. 10] and normalize (10). For this purpose, we multiply (9) by the state contragredient to the state of the left-hand side, the result being equal to unity, and carry out the calculation of matrix elements of the right-hand side. Then by the use of (3) we obtain

$$
\begin{align*}
\left|\begin{array}{c}
\langle K \Lambda\rangle \\
I M J N
\end{array}\right\rangle= & B[\langle K \Lambda\rangle I J] \nabla(K-\Lambda, I, J) \frac{(I+J-K+\Lambda)!}{(I+J+K-\Lambda+1)!} \\
& \times\left(\frac{(2 I+1)(2 J+1)(I+M)!(J+N)!(2 K-2 \Lambda)!}{(I-M)!(J-N)!}\right)^{\frac{1}{3}} \\
& \times \sum_{\alpha, \beta, u(2 \beta)!(K-I-\alpha-\beta)!(\Lambda-J+\alpha-\beta)!u!(2 \alpha-u)!} \frac{[(2 \alpha)!(2 K-2 \Lambda-2 \alpha)!]^{\frac{1}{2}}(-1)^{2 \beta}}{} \\
& \times \frac{(K-I-\alpha-\beta+u)!}{(K-\Lambda+I-J-u)!(K-\Lambda-I+J-2 \alpha+u)!(\Lambda+J-\alpha-\beta+u+1)!} \\
& \left.\times\left. F_{-0}^{K-M-\alpha-\beta} F_{0-}^{A-N+\alpha-\beta} T_{-}^{2 \beta}\right|_{K-\alpha, K-\alpha, \Lambda+\alpha, \Lambda+\alpha}\right\rangle \tag{11}
\end{align*}
$$

$B[\langle K \Lambda\rangle I I]$ being defined by Eq. (15) of Ref. 6.
The expression (11) can be obtained in another form by using other expressions for the nonstandard CGC of $S U_{2}$ in (9). One of those forms, useful in practice, is obtained by using the Fock-Racah expression [the second of Eqs. (13.1) of Ref. 10] instead of that used above. The connection between this new
formula and (11) can be expressed by this summation relation

$$
\begin{align*}
& \sum_{u} \frac{(A+u)!}{u!(B-u)!(C-u)!(D+u)!(S+u+1)!} \\
& =\frac{1}{B!(B+D)!(S-A)!(S+C+1)!} \\
& \quad \times \sum_{u} \frac{(A+u)!(B+D+u)!(S+C-A-u)!}{u!(C-u)!(D+u)!} \tag{12}
\end{align*}
$$

This formula will be of use in carrying out the summations appearing in the process of deriving the expressions for isoscalar factors of CGC of $R_{5}$ to be dealt with in what follows.

## IV. ON THE SEMISTRETCHED COUPLING SCHEMES

We consider multiplicity-free terms in the direct products of two irreducible representations of particular coupling schemes, called semistretched of the first and second kinds, as defined by Eqs. (27) and (28) of Ref. 6, respectively. The corresponding isoscalar factors we call standard semistretched of the first kind (s.s.i.f.'s I) and of the second kind (s.s.i.f.'s II), respectively. For the fully stretched coupling scheme the conditions (27) and (28) of Ref. 6 are satisfied simultaneously.

We suppose that the symmetry conditions (A.22) of Ref. 2 when applied to the s.s.i.f.'s give the s.s.i.f.'s as well. They remain s.s.i.f.'s after transposing the

$$
\left|\begin{array}{c}
\left.\left\langle K_{1} \Lambda_{1}, K_{2} \Lambda_{2}, K_{3} \Lambda_{3}, K_{12} \Lambda_{12} ; K \Lambda\right\rangle\right\rangle \\
I M J N
\end{array}\right\rangle=\sum_{\substack{I_{i} M_{i} \\
J_{i} N_{i}}}\left[\begin{array}{c}
\left\langle K_{1} \Lambda_{1}\right\rangle \\
I_{1} M_{1} J_{1} N_{1}
\end{array}\right.
$$

Here

$$
\begin{aligned}
& {\left[\begin{array}{cccc}
\left\langle K_{1} \Lambda_{1}\right\rangle & \left\langle K_{2} \Lambda_{2}\right\rangle & \left\langle K_{3} \Lambda_{3}\right\rangle & \langle K \Lambda\rangle \\
I_{1} M_{1} J_{1} N_{1} & I_{2} M_{2} J_{2} N_{2} & I_{3} M_{3} J_{3} N_{3} & I M J N
\end{array}\right]_{\left\langle K_{12} \Lambda_{12}\right\rangle}} \\
& =\sum_{\substack{I_{12} M_{12} 1_{12} \\
J_{12} N_{12}}}\left[\begin{array}{ccc}
\left\langle K_{1} \Lambda_{1}\right\rangle & \left\langle K_{2} \Lambda_{2}\right\rangle & \left\langle K_{12} \Lambda_{12}\right\rangle \\
I_{1} M_{1} J_{1} N_{1} & I_{2} M_{2} J_{2} N_{2} & I_{12} M_{12} J_{12} N_{12}
\end{array}\right]\left[\begin{array}{ccc}
\left\langle K_{12} \Lambda_{12}\right\rangle & \left\langle K_{3} \Lambda_{3}\right\rangle & \langle K \Lambda\rangle \\
I_{12} M_{12} J_{12} N_{12} & I_{3} M_{3} J_{3} N_{3} & I M J N
\end{array}\right]
\end{aligned}
$$

is a generalized CGC of $R_{5}$ in analogy to the case of $S U_{2}$, as given by Eq. (21.7) of Ref. 10. In this particular case, the parameters labeling the repeated representation are not needed. The parameters labeling representations must satisfy the conditions

$$
\sum_{i=1}^{3}\left(K_{i}+\Lambda_{i}\right)=K+\Lambda, \quad \sum_{i=1}^{2}\left(K_{i}+\Lambda_{i}\right)=K_{12}+\Lambda_{12}
$$

factors in the direct product according to this relation

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\left\langle K_{1} \Lambda_{1}\right\rangle & \left\langle K_{2} \Lambda_{2}\right\rangle & \langle K \Lambda\rangle \\
I_{1} J_{1} & I_{2} J_{2} & I J
\end{array}\right]} \\
& \quad=(-1)^{K-\Lambda-K_{1}+\Lambda_{1}-K_{2}+\Lambda_{2}+I_{1}+I_{2}-I+J_{1}+J_{2}-J} \\
&
\end{align*} \quad \times\left[\begin{array}{ccc}
\left\langle K_{2} \Lambda_{2}\right\rangle & \left\langle K_{1} \Lambda_{1}\right\rangle & \langle K \Lambda\rangle  \tag{13}\\
I_{2} J_{2} & I_{1} J_{1} & I J
\end{array}\right]
$$

as well as

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\left\langle K_{1} \Lambda_{1}\right\rangle & \left\langle K_{2} \Lambda_{2}\right\rangle & \langle K \Lambda\rangle \\
I_{1} J_{1} & I_{2} J_{2} & I J
\end{array}\right]} \\
& \quad=(-1)^{2 \Lambda_{1}+2 \Lambda_{2}+2 \Lambda}\left[\begin{array}{ccc}
\left\langle K_{1} \Lambda_{1}\right\rangle & \left\langle K_{2} \Lambda_{2}\right\rangle & \langle K \Lambda\rangle \\
J_{1} I_{1} & J_{2} I_{2} & J I
\end{array}\right] \tag{14}
\end{align*}
$$

On the other hand, using the relations (21) of Ref. 6 , with respect to the elements of the substitution group, we can obtain nonstandard semistretched i.f.'s (n.s.s.i.f.'s) of both kinds. The parameters of the n.s.s.i.f.'s I satisfy the condition

$$
\begin{equation*}
K_{1}-\Lambda_{1}+K_{2}+\Lambda_{2}=K-\Lambda \tag{15}
\end{equation*}
$$

and those of the n.s.s.i.f.'s II,

$$
\begin{equation*}
\Lambda_{1}+K_{2}=\Lambda \tag{16}
\end{equation*}
$$

It is easy to prove that under four of the eight elements of the substitution group, generated by the elements (3) of Ref. 6, the s.s.i.f.'s I transform into n.s.s.i.f.'s I and s.s.i.f.'s II into n.s.s.i.f.'s II. Among these four elements only two are common. The other four elements do not change the character of s.s.i.f.'s.

States of any number of representations can be coupled by the semistretched coupling scheme. For example, in the case of three representations the states of the resulting representation are expressed in this way

$$
\begin{align*}
& \left.\begin{array}{ccc}
\left\langle K_{2} \Lambda_{2}\right\rangle & \left\langle K_{3} \Lambda_{3}\right\rangle & \langle K \Lambda\rangle \\
I_{2} M_{2} J_{2} N_{2} & I_{3} M_{3} J_{3} N_{3} & I M J N
\end{array}\right]_{\left\langle K_{12} \Lambda_{12}\right\rangle} \\
& \times\left|\begin{array}{c}
\left\langle K_{1} \Lambda_{1}\right\rangle \\
I_{1} M_{1} J_{1} N_{1}
\end{array}\right\rangle\left|\begin{array}{c}
\left\langle K_{2} \Lambda_{2}\right\rangle \\
I_{2} M_{2} J_{2} N_{2}
\end{array}\right\rangle\left|\begin{array}{c}
\left\langle K_{3} \Lambda_{3}\right\rangle \\
I_{3} M_{3} J_{3} N_{3}
\end{array}\right\rangle . \tag{17}
\end{align*}
$$

for the semistretched coupling scheme of the first kind, and

$$
\begin{equation*}
\sum_{i=1}^{3} K_{i}=K, \quad K_{1}+K_{2}=K_{12} \tag{20}
\end{equation*}
$$

for that of the second kind.
Equations (19) and (20) represent the generalization of (27) and (28) of Ref. 6. They may be easily generalized to the case of any number of representations
whose states are to be coupled by the semistretched coupling schemes.

The expression for the s.s.i.f.'s I is given by Eq. (29) of Ref. 6. It is worth mentioning that this formula, as well as (20) of Ref. 6, giving the expression for the stretched i.f., can be deduced more easily than in Ref. 6 by taking fixed values of some arbitrary parameters in (19) and the analogous formulas. For example, taking $i_{1}=i_{2}=0$ in (19) of Ref. 6 , we see that all
other parameters, including summation parameters, are uniquely defined, and the question of using the summation formulas no longer arises.

## V. THE SEMISTRETCHED ISOSCALAR FACTORS OF THE SECOND KIND

In this section we obtain the expressions for s.s.i.f.'s II. At first we obtain the formula

$$
\begin{array}{ccc}
{\left[\begin{array}{ccc}
\left\langle\Lambda_{1} \Lambda_{1}\right\rangle & \left\langle\Lambda_{2} \Lambda_{2}\right\rangle & \left\langle\Lambda_{1}+\Lambda_{2}, \Lambda\right\rangle \\
I_{1} I_{1} & I_{2} I_{2} & I^{\prime} J^{\prime}
\end{array}\right]} \\
& =(-1)^{2 \Lambda_{2}+2 I_{1} \frac{2 \nabla\left(I^{\prime} I_{1} I_{2}\right) \nabla\left(J^{\prime} I_{1} I_{2}\right)}{\nabla\left(\Lambda \Lambda_{1} \Lambda_{2}\right)}\left(\frac{\left(4 \Lambda_{1}+1\right)!\left(4 \Lambda_{2}+1\right)!(2 \Lambda+1)!}{\left(2 \Lambda_{1}\right)!\left(2 \Lambda_{2}\right)!\left(2 \Lambda_{1}+2 \Lambda_{2}-2 \Lambda\right)!}\right.} \\
& \left.\times \frac{\left(2 I_{1}+1\right)\left(2 I_{2}+1\right)\left(2 I^{\prime}-2 \Lambda\right)!\left(2 \Lambda_{1}+2 \Lambda_{2}-2 I^{\prime}\right)!}{\left(2 \Lambda_{1}-2 I_{1}\right)!\left(2 \Lambda_{1}+2 I_{1}+2\right)!\left(2 \Lambda_{2}-2 I_{2}\right)!\left(2 \Lambda_{2}+2 I_{2}+2\right)!\left(2 I^{\prime}+1\right)!\left(2 J^{\prime}+1\right)!}\right)^{2} \tag{21}
\end{array}
$$

Here

$$
I^{\prime}+J^{\prime}=\Lambda_{1}+\Lambda_{2}+\Lambda ;
$$

Eq. (21) is deduced by acting on the state of highest weight of the representation $\left\langle\Lambda_{1}+\Lambda_{2}, \Lambda\right.$ ) with the operator (8) and taking the product with the functions

$$
\left|\begin{array}{c}
\left\langle\Lambda_{1} \Lambda_{1}\right\rangle \\
I_{1} I_{1} I_{1}, J^{\prime}-I_{2}
\end{array}\right\rangle, \quad\left|\begin{array}{c}
\left\langle\Lambda_{2} \Lambda_{2}\right\rangle \\
I_{2}, I^{\prime}-I_{1}, I_{2} I_{2}
\end{array}\right\rangle
$$

Trivial rearrangements give (21).
The next formula to be derived is

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\left\langle K_{1} \Lambda_{1}\right\rangle & \left\langle K_{2} \Lambda_{2}\right\rangle & \left\langle K_{1}+K_{2}, \Lambda\right\rangle \\
I_{1} J_{1} & I_{2} J_{2} & I^{\prime} J^{\prime}
\end{array}\right] } \\
&=(-1)^{K_{1}+\Lambda_{1}-I_{1}-J_{1}\left[\left(2 I_{1}+1\right)\left(2 J_{1}+1\right)\left(2 I_{2}+1\right)\left(2 J_{2}+1\right)\right]^{\frac{1}{2}}} \\
& B\left[\left\langle K_{1} \Lambda_{1}\right\rangle I_{1} J_{1}\right] B\left[\left\langle K_{2} \Lambda_{2}\right\rangle I_{2} J_{2}\right] \\
& \times \frac{\nabla\left(I^{\prime} I_{1} I_{2}\right) \nabla\left(J^{\prime} J_{1} J_{2}\right)}{\nabla\left(K_{1}-\Lambda_{1}, I_{1}, J_{1}\right) \nabla\left(K_{2}-\Lambda_{2}, I_{2}, J_{2}\right) \nabla\left(\Lambda \Lambda_{1} \Lambda_{2}\right)}  \tag{22}\\
& \times\left(\frac{(2 \Lambda+1)!\left(2 K_{1}+2 K_{2}-2 I^{\prime}\right)!\left(2 I^{\prime}-2 \Lambda\right)!}{\left(2 \Lambda_{1}\right)!\left(2 \Lambda_{2}\right)!\left(2 K_{1}+2 K_{2}-2 \Lambda\right)!\left(2 I^{\prime}+1\right)!\left(2 J^{\prime}+1\right)!}\right)^{\frac{1}{2}}, \quad I^{\prime}+J^{\prime}=K_{1}+K_{2}+\Lambda .
\end{align*}
$$

For its derivation we use (21) and a formula analogous to (19) of Ref. 6.
By the use of (9) for the s.s.i.f.'s II of the general form, we find the expression

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\left\langle K_{1} \Lambda_{1}\right\rangle & \left\langle K_{2} \Lambda_{2}\right\rangle & \left\langle K_{1}+K_{2}, \Lambda\right\rangle \\
I_{1} J_{1} & I_{2} J_{2} & I J
\end{array}\right]=\left[\begin{array}{ccc}
I_{1} & I_{2} & I \\
I_{1} & I-I_{1} & I
\end{array}\right]^{-1}\left[\begin{array}{ccc}
J_{1} & J_{2} & J \\
J-J_{2} & J_{2} & J
\end{array}\right]^{-1}} \\
& \times \sum Q\left[\left\langle K_{1}+K_{2}, \Lambda\right\rangle I J, \alpha \beta\right] \frac{(2 \beta)!}{\left(2 i_{1}-2 I_{1}\right)!\left(2 j_{2}-2 J_{2}\right)!} \\
& \times\left[\begin{array}{ccc}
\left\langle K_{1} \Lambda_{1}\right\rangle & \left\langle K_{2} \Lambda_{2}\right\rangle & \left\langle K_{1}+K_{2}, \Lambda\right\rangle \\
i_{1} j_{1} & i_{2} j_{2} & I^{\prime} J^{\prime}
\end{array}\right]\left[\begin{array}{ccc}
i_{1} & i_{2} & I^{\prime} \\
i_{1} & I-i_{1} & I^{\prime}
\end{array}\right]\left[\begin{array}{ccc}
j_{1} & j_{2} & J^{\prime} \\
J^{\prime}-j_{2} & j_{2} & J^{\prime}
\end{array}\right] \\
& \times\left\langle\begin{array}{c}
\left\langle K_{1} \Lambda_{1}\right\rangle \\
I_{1} I_{1} J_{1}, J-J_{2}
\end{array}\right| F_{0-}^{\Lambda+\alpha-\beta-J} T_{-}^{2\left(i_{1}-I_{1}\right)}\left|\begin{array}{c}
\left\langle K_{1} \Lambda_{1}\right\rangle \\
i_{1} i_{1} j_{1}, J^{\prime}-j_{2}
\end{array}\right\rangle \\
& \times\left\langle\begin{array}{c}
\left\langle K_{2} \Lambda_{2}\right\rangle \\
I_{2}, I-I_{1}, J_{2} J_{2}
\end{array}\right| F_{-0}^{K_{1}+K_{2}-\alpha-\beta-I} T_{-2}^{2\left(j_{2}-J_{2}\right)}\left|\begin{array}{c}
\left\langle K_{2} \Lambda_{2}\right\rangle \\
i_{2}, I^{\prime}-i_{1}, j_{2}, j_{2}
\end{array}\right\rangle . \tag{23}
\end{align*}
$$

The summation is carried out with respect to $\alpha, \beta, i_{1}, i_{2}, j_{1}, j_{2}, I^{\prime}$, and $J^{\prime}$ satisfying the conditions $I^{\prime}+J^{\prime}=K_{1}+K_{2}+\Lambda, \alpha=J^{\prime}-\Lambda$, and $\beta=i_{1}+j_{2}-I_{1}-J_{2}$. These together with one summation parameter involved in $Q$, according to formula (23), give six linearly independent summation parameters.

After substituting the expressions for CGC's of $S U_{2}$ and those for submatrix elements into (23), we obtain a rather bulky expression. In order to eliminate the factors $2 j_{1}+1$ and $2 i_{2}+1$, which are awkward in the summation process, we use the relation

$$
\begin{align*}
& \sum_{i_{12}} \frac{(-1)^{i_{12}}\left(2 i_{12}+1\right)\left(i_{12}+m_{12}\right)!}{\left(i_{12}\right)!\nabla^{2}\left(i_{2} i_{1} i_{12}\right) V^{2}\left(i_{3} i_{12}\right)}=\left(\frac{\left(i_{1}-i_{2}+m_{12}\right)!\left(i-i_{3}+m_{12}\right)!}{(2 i+1)\left(2 i_{2}\right)!\left(2 i_{3}\right)!\left(i_{1}+i_{2}-m_{12}\right)!\left(i+i_{3}-m_{12}\right)!}\right)^{\frac{1}{2}} \\
& \times \frac{(-1)^{i-i_{3}}}{\nabla\left(i_{2}+i_{3}, i_{1}, i\right)}\left[\begin{array}{ccc}
i_{2}+i_{3} & i_{1} & i \\
i_{2}-i_{3} & m_{12}-i_{2} & m_{12}-i_{3}
\end{array}\right] \tag{24}
\end{align*}
$$

following from the equality
$\sum_{i_{12}}\left[\begin{array}{ccc}i_{1} & i_{2} & i_{12} \\ m_{12}-i_{2} & i_{2} & m_{12}\end{array}\right]\left[\begin{array}{ccc}i_{12} & i_{3} & i \\ m_{12} & -i_{3} & m_{12}-i_{3}\end{array}\right]\left\langle i_{1} i_{2}\left(i_{12}\right) i_{3} i \mid i_{3} i_{2}\left(i_{2}+i_{3}\right) i_{1} i\right\rangle$

$$
=\left[\begin{array}{ccc}
i_{3} & i_{2} & i_{2}+i_{3}  \tag{25}\\
-i_{3} & i_{2} & i_{2}-i_{3}
\end{array}\right]\left[\begin{array}{ccc}
i_{2}+i_{3} & i_{1} & i \\
i_{2}-i_{3} & m_{12}-i_{2} & m_{12}-i_{3}
\end{array}\right] .
$$

For the expressions of the CGC's of $S U_{2}$ in (24), we select ones such that some of the summation formulas of Eq. (14.2)-(14.5) of Ref. 10 are applicable to the resulting expression. The result is

$$
\left.\begin{array}{l}
{\left[\begin{array}{ccc}
\left\langle K_{1} \Lambda_{1}\right\rangle & \left\langle K_{2} \Lambda_{2}\right\rangle & \left\langle K_{1}+K_{2}, \Lambda\right\rangle \\
I_{1} J_{1} & I_{2} J_{2} & I J
\end{array}\right]} \\
= \\
\quad\left(\frac{\left(2 I_{1}+1\right)\left(2 J_{1}+1\right)\left(2 I_{2}+1\right)\left(2 J_{2}+1\right)(2 \Lambda)!}{\left(2 \Lambda_{1}\right)!\left(2 \Lambda_{2}\right)!}\right)^{\frac{1}{2}} \\
\quad \times \frac{B\left[\left\langle K_{1}+K_{2}, \Lambda\right\rangle I J\right] \nabla\left(K_{1}+K_{2}-\Lambda, I, J\right) \nabla\left(I_{1} I_{2} I\right) \nabla\left(J_{2} J_{1} J\right)}{B\left[\left\langle K_{1} \Lambda_{1}\right\rangle I_{1} J_{1}\right] B\left[\left\langle K_{2} \Lambda_{2}\right\rangle I_{2} J_{2}\right] \nabla\left(K_{1}-\Lambda_{1}, I_{1}, J_{1}\right) \nabla\left(K_{2}-\Lambda_{2}, I_{2}, J_{2}\right)} \\
\left.\quad \times \sum_{u, v}(-1)^{K_{1}-\Lambda_{1}+K_{2}-\Lambda_{2}-J_{1}-J_{2}-I+u+v} \begin{array}{cc}
\Lambda_{1} & \Lambda_{2} \\
u-\Lambda_{1} & v-\Lambda_{2} \quad u+v-\Lambda_{1}-\Lambda_{2}
\end{array}\right] \\
\quad \times\left(\frac{\left(2 \Lambda_{1}-u\right)!\left(2 \Lambda_{2}-v\right)!\left(\Lambda-\Lambda_{1}-\Lambda_{2}+u+v\right)!}{u!v!\left(\Lambda_{1}+\Lambda_{2}+\Lambda-u-v\right)!}\right)^{\frac{1}{2}}
\end{array} \quad \begin{array}{l}
\left(K_{1}-\Lambda_{1}-I_{1}+J_{1}+u\right)!
\end{array}\right] \frac{\left(I_{1}+J_{1}-K_{1}+\Lambda_{1}-u\right)!\left(K_{1}-\Lambda_{1}-I_{1}+J_{2}-J+u\right)!\left(K_{1}-\Lambda_{1}-I_{1}+J_{2}+J+u+1\right)!}{} \quad \times \frac{\left(K_{2}-\Lambda_{2}+I_{2}-J_{2}+v\right)!}{\left(I_{2}+J_{2}-K_{2}+\Lambda_{2}-v\right)!\left(K_{2}-\Lambda_{2}+I_{1}-J_{2}-I+v\right)!\left(K_{2}-\Lambda_{2}+I_{1}-J_{2}+I+v+1\right)!} .
$$

Here one summation parameter is involved in the CGC of $S U_{2}$. Using the appropriate expression for this CGC, we can bring the sum to the form

$$
\begin{align*}
\sum_{u, v} \cdots= & \frac{(2 \Lambda+1)^{\frac{1}{2}}}{\nabla\left(\Lambda \Lambda_{1} \Lambda_{2}\right)} \sum_{\alpha, \beta, z} \frac{(-1)^{\Lambda_{1}+\Lambda_{2}-\Lambda+I_{1}+I_{2}-I+\alpha+\beta+z}}{z!\left(\Lambda_{1}+\Lambda_{2}-\Lambda-z\right)!\alpha!\left(J_{1}+J_{2}-J-\alpha\right)!} \\
& \times \frac{\left(2 \Lambda_{1}-z\right)!\left(\Lambda-\Lambda_{1}+\Lambda_{2}+z\right)!\left(2 J_{1}-\alpha\right)!}{\left(I_{1}+J_{1}-K_{1}+\Lambda_{1}-\alpha-z\right)!\left(J_{1}+J_{2}+J-\alpha+1\right)!\left(I_{2}+J_{2}-K_{2}-\Lambda_{1}+\Lambda-\beta+z\right)!} \\
& \times \frac{\left(I_{1}+I_{2}+J_{1}+J_{2}-K_{1}-K_{2}+\Lambda-\alpha-\beta\right)!}{\beta!\left(I_{1}+I_{2}-I-\beta\right)!\left(I_{1}+I_{2}+I-\beta+1\right)!} . \tag{27}
\end{align*}
$$

Now let us consider the particular case of (26) and (27) when $\Lambda=\Lambda_{1}+\Lambda_{2}$. Then the summation with respect to $z$ falls off. Moreover, we then obtain an expression for the stretched i.f. which, according to formula (20) of Ref. 6, is proportional to the stretched $9 j$ coefficient of $S U_{2}$. This gives us a new expression for the stretched $9 j$ coefficient involving two summation parameters, as in Eq. (25.20) of Ref. 10. However, the

$$
\overline{z!\left(\Lambda_{1}+\Lambda_{2}-z\right)!\alpha!\left(J_{1}+J_{2}-J-\alpha\right)!}
$$

expressions are quite different, and the transformation of one into the other is rather tedious. Using the new expression for the $9 j$ coefficient, we conceal the summation with respect to $\alpha$ and $\beta$ in (27) in the corresponding stretched $9 j$ coefficient. Afterwards, we use Eq. (25.20) of Ref. 10 for this $9 j$ coefficient and obtain the expression

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\left\langle K_{1} \Lambda_{1}\right\rangle & \left\langle K_{2} \Lambda_{2}\right\rangle & \left\langle K_{1}+K_{2}, \Lambda\right\rangle \\
I_{1} J_{1} & I_{2} J_{2} & I J
\end{array}\right] } \\
&=(-1)^{\Lambda_{1}+\Lambda_{2}-\Lambda}\left[\left(2 I_{1}+1\right)\left(2 J_{1}+1\right)\left(2 I_{2}+1\right)\left(2 J_{2}+1\right)(2 \Lambda+1)\right]^{\frac{1}{2}} \\
& \times\left(\frac{\left(2 K_{1}-2 \Lambda_{1}\right)!\left(2 K_{1}+1\right)!\left(2 K_{1}+2 \Lambda_{1}+2\right)!\left(2 K_{2}-2 \Lambda_{2}\right)!\left(2 K_{2}+1\right)!\left(2 K_{2}+2 \Lambda_{2}+2\right)!}{\left(2 K_{1}+2 K_{2}-2 \Lambda\right)!\left(2 K_{1}+2 K_{2}+1\right)!\left(2 K_{1}+2 K_{2}+2 \Lambda+2\right)!}\right)^{\frac{1}{2}} \\
& \times\left[\begin{array}{c|ccc}
K_{1} & \Lambda_{1} & I_{1} & J_{1} \\
K_{2} & \Lambda_{2} & I_{2} & J_{2} \\
K_{1}+K_{2} & \Lambda & I & J
\end{array}\right] \tag{28}
\end{align*}
$$

Here

$$
\begin{align*}
& {\left[\begin{array}{c|ccc}
K_{1} & \Lambda_{1} & I_{1} & J_{1} \\
K_{2} & \Lambda_{2} & I_{2} & J_{2} \\
K_{1}+K_{2} & \Lambda & I & J
\end{array}\right]} \\
& =\frac{B\left[\left\langle K_{1}+K_{2}, \Lambda\right\rangle I J\right]}{B\left[\left\langle K_{1} \Lambda_{1}\right\rangle I_{1} J_{1}\right] B\left[\left\langle K_{2} \Lambda_{2}\right\rangle I_{2} J_{2}\right]} \\
& \\
& \times \frac{\nabla\left(K_{1}+K_{2}-\Lambda, I, J\right)\left(I+J-K_{1}-K_{2}+\Lambda\right)!}{\nabla\left(K_{1}-\Lambda_{1}, I_{1}, J_{1}\right) \nabla\left(K_{2}-\Lambda_{2}, I_{2}, J_{2}\right) \nabla\left(I I_{1} I_{2}\right) \nabla\left(J J_{1} J_{2}\right) \nabla\left(\Lambda \Lambda_{1} \Lambda_{2}\right)} \\
& \\
& \times\left(\frac{\left(2 K_{1}+2 K_{2}-2 \Lambda\right)!(2 \Lambda)!\left(2 K_{1}+2 K_{2}+1\right)!\left(2 K_{1}+2 K_{2}+2 \Lambda+2\right)!}{\left(2 K_{1}-2 \Lambda_{1}\right)!\left(2 \Lambda_{1}\right)!\left(2 K_{1}+1\right)!\left(2 K_{1}+2 \Lambda_{1}+2\right)!\left(2 K_{2}-2 \Lambda_{2}\right)!\left(2 \Lambda_{2}\right)!\left(2 K_{2}+1\right)!\left(2 K_{2}+2 \Lambda_{2}+2\right)!}\right)^{2}  \tag{29}\\
& \\
& \times \sum_{x, y, z} \frac{(-1)^{x+y+z}\left(2 I_{1}-x\right)!\left(I-I_{1}+I_{2}+x\right)!\left(2 J_{1}-y\right)!}{x!\left(I_{1}+I_{2}-I-x\right)!y!\left(J_{1}+J_{2}-J-y\right)!z!\left(\Lambda_{1}+\Lambda_{2}-\Lambda-z\right)!} \\
& \\
& \times \frac{\left(J-J_{1}+J_{2}+y\right)!\left(2 \Lambda_{1}-z\right)!\left(\Lambda-\Lambda_{1}+\Lambda_{2}+z\right)!}{\left(I_{1}+J_{1}-K_{1}+\Lambda_{1}-x-y-z\right)!\left(I+J+\Lambda-\Lambda_{1}-I_{1}-J_{1}-K_{2}+x+y+z\right)!} .
\end{align*}
$$

This quantity, which we call $11 j$ coefficient and which does not belong to the class of $3 n j$ coefficients, is more symmetric than the i.f. itself. Permutation of the last three columns does not change its value nor the phase. Transposition of the first two rows gives the phase factor

$$
\begin{equation*}
(-1)^{\Lambda_{1}+\Lambda_{2}-\Lambda+I_{1}+I_{2}-I+J_{1}+J_{2}-J} . \tag{30a}
\end{equation*}
$$

Application of the elements of the substitution group allows us to deduce other forms of the expressions for the s.s.i.f.'s as well as for the n.s.s.i.f.'s. For example, using Eqs. (21b) and (21c) of Ref. 6 and applying (A.22) of Ref. 2, we obtain expressions for the s.s.i.f.'s which are less symmetric than (28), but are very useful for practical purposes. By comparing the two expressions for the same i.f., we deduce this prop-
erty of the $11 j$ coefficient:

$$
\begin{align*}
& {\left[\begin{array}{c|ccc}
K_{1} & I_{1} & J_{1} & \Lambda_{1} \\
K_{2} & I_{2} & J_{2} & \Lambda_{2} \\
K_{1}+K_{2} & I_{3} & J_{3} & \Lambda_{3}
\end{array}\right]} \\
& =(-1)^{I_{2}+J_{2}+\Lambda_{2}-K_{2}}\left[\begin{array}{c|ccc}
-K_{1}-K_{2}-2 & I_{3} & J_{3} & \Lambda_{3} \\
K_{2} & I_{2} & J_{2} & \Lambda_{2} \\
-K_{2}-2 & I_{1} & J_{1} & \Lambda_{1}
\end{array}\right] . \tag{30b}
\end{align*}
$$

By the way, it is worth mentioning that mirror reflection substitutions ( $X \rightarrow-X-1, X=I_{i}, J_{i}, \Lambda_{i}$, $i=1,2,3$ ) change only the phase factor of the $11 j$ coefficient.

## VI. ISOSCALAR FACTOR COUPLING TWO SYMMETRIC REPRESENTATIONS

For this section there is left to consider the coupling procedure of two symmetrized vectors as well as that of the symmetrized vector with the symmetrized spinor, the case of two symmetrized spinors having been considered in Eq. (26) of Ref. 6. The direct products under consideration are multiplicity free, as is quite easy to prove by graphical methods similar to those used by Speiser ${ }^{11}$ for $S U_{3}$ or by the algebraic methods of Bucella and Cattani. ${ }^{12}$
In the case of the direct product of two symmetrized vectors $\left\langle\Lambda_{1} \Lambda_{1}\right\rangle$ and $\left\langle\Lambda_{2} \Lambda_{2}\right\rangle$, reduced to the representations $\langle K \Lambda\rangle$, the parameters satisfy the conditions

$$
\begin{align*}
K-\Lambda \geq 0, & \Lambda_{1}+\Lambda_{2}-K \geq 0, \\
\Lambda_{1}-\Lambda_{2}+\Lambda \geq 0, & \Lambda_{2}-\Lambda_{1}+\Lambda \geq 0, \tag{31}
\end{align*}
$$

constituting the triangular region. In the case of the product of a symmetrized vector $\langle\lambda \lambda\rangle$ with a sym-
metrized spinor $\langle k 0\rangle$ when reduced to $\langle K \Lambda\rangle$, we have

$$
\begin{array}{rr}
2 \lambda-2 \Lambda & \geq 0, \quad 2 K-2 \lambda \\
K+\Lambda-k & \geq 0,  \tag{32}\\
K-K+\Lambda & \geq 0,
\end{array}
$$

the parameters constituting a quadrangular region which in particular cases degenerates into a triangular one. The linear combinations of parameters in (31) and (32) must be integers.
The expressions for i.f.'s under consideration can be found by the methods of this paper or by those of Ref. 6. However, the more difficult task is the normalization problem. We consider in detail particular cases of i.f.'s for demonstrating the derivation of expressions and normalization procedures. The general cases can be derived from the special ones by the methods of Sec. 5 , in a way similar to that used for Eq. (28), the corresponding expressions being too bulky to be given here.
We consider the special case of coupling two symmetrized vectors in which $I^{\prime}+J^{\prime}=K+\Lambda$. Then we obtain

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\left\langle\Lambda_{1} \Lambda_{1}\right\rangle & \left\langle\Lambda_{2} \Lambda_{2}\right\rangle & \langle K \Lambda\rangle \\
I_{1} I_{1} & I_{2} I_{2} & I^{\prime} J^{\prime}
\end{array}\right] } \\
&= N\left(\Lambda_{1} \Lambda_{2}, K \Lambda\right)(-1)^{\Lambda_{1}-\Lambda_{2}+\Lambda+I_{1}-I_{2}+I} \\
& \times\left[\left(2 I_{1}+1\right)\left(2 I_{2}+1\right)\left(2 \Lambda_{1}-2 I_{1}\right)!\left(2 \Lambda_{1}+2 I_{1}+2\right)!\left(2 \Lambda_{2}-2 I_{2}\right)!\left(2 \Lambda_{2}+2 I_{2}+2\right)\right]^{\frac{1}{2}} \\
& \times \nabla\left(I^{\prime} I_{1} I_{2}\right) \nabla\left(J^{\prime} I_{1} I_{2}\right)\left(\frac{\left(2 K-2 I^{\prime}\right)!\left(2 I^{\prime}-2 \Lambda\right)!}{\left(2 I^{\prime}+1\right)!\left(2 J^{\prime}+1\right)!}\right)^{\frac{1}{2}} \\
& \times \sum_{u, v, z} \frac{(-1)^{u+v+z}\left(I_{1}+I_{2}+I^{\prime}-2 \Lambda+u+v-z\right)!}{} \\
& \times \frac{\left(2 \Lambda_{1}-2 I_{1}-u\right)!\left(2 I_{1}+u+1\right)!\left(2 \Lambda_{1}-u+1\right)!v!\left(2 \Lambda_{2}-2 I_{2}-v\right)!}{\left(2 I_{2}+v+1\right)!\left(2 \Lambda_{2}-v+1\right)!z!(K-\Lambda-z)!\left(2 I^{\prime}-2 \Lambda-z\right)!\left(K+\Lambda-2 I^{\prime}+z\right)!} . \tag{33}
\end{align*}
$$

Here

$$
\begin{align*}
N\left(\Lambda_{1} \Lambda_{2}, K \Lambda\right)= & N_{0}\left(\Lambda_{1} \Lambda_{2}, K \Lambda\right)\left(2 \Lambda_{1}+1\right)!\left(2 \Lambda_{2}+1\right)!(K-\Lambda)! \\
& \times\left(\frac{(2 K-2 \Lambda+1)\left(K+\Lambda-2 \Lambda_{1}+1\right)\left(K+\Lambda-2 \Lambda_{1}+2 \Lambda_{2}+3\right)\left(2 \Lambda_{1}+2 \Lambda_{2}-2 K\right)!}{2\left(2 \Lambda_{1}+2 \Lambda_{2}-K-\Lambda+1\right)\left(4 \Lambda_{1}+1\right)!\left(4 \Lambda_{2}+3\right)!\left(2 \Lambda_{1}+2 \Lambda_{2}-2 \Lambda+1\right)!}\right)^{\frac{1}{2}} . \tag{34}
\end{align*}
$$

The expression (33) is deduced with the help of recurrence relations in a way similar to that used in Ref. 6. This means that the basis of the representation $\left\langle\Lambda_{1} \Lambda_{1}\right\rangle$ is to be constructed from two bases. These last ones are taken to be $\left\langle\Lambda_{1}, \Lambda_{1}-k\right\rangle$ and $\langle k 0\rangle$. Afterwards, the resultant representation is to be constructed by the coupling scheme

$$
\left\langle\Lambda_{1}, \Lambda_{1}-k\right\rangle,\left\langle\Lambda_{2} \Lambda_{2}\right\rangle\langle k 0\rangle\left\langle\left\langle\Lambda_{2}, \Lambda_{2}-k\right\rangle\right)\langle K \Lambda\rangle .
$$

$$
\left[\begin{array}{c|ccc}
-\frac{1}{2}(K+\Lambda+3) & -I_{1}-1 & -I_{2}-1 & I^{\prime}-\frac{1}{2}(K+\Lambda+1)  \tag{35}\\
-\frac{1}{2}(K+\Lambda+3) & -I_{1}-1 & -I_{2}-1 & I^{\prime}-\frac{1}{2}(K+\Lambda+1) \\
-K-\Lambda-3 & -2 \Lambda_{1}-2 & -2 \Lambda_{2}-2 & -K+\Lambda-1
\end{array}\right] .
$$

In (29) we apply the substitutions

$$
\begin{gather*}
K, \Lambda, I, J \rightarrow-K-2,-\Lambda-1, I,-J-1, \\
K_{1}, \Lambda_{1}, I_{1}, J_{1} \rightarrow-K_{1}-2,-\Lambda_{1}-1, I_{1},-J_{1}-1, \tag{36}
\end{gather*}
$$

and obtain a new expression for the $11 j$ coefficient. Then, we express the $11 j$ coefficient (35) with the help of this new formula. Comparing this new expression with the old one, we replace the sum in (33) by

$$
\begin{align*}
& \frac{(-1)^{2 \Lambda-2 I^{\prime}}\left(2 \Lambda_{1}+2 \Lambda_{2}-2 \Lambda+1\right)!\left(I_{1}+I_{2}-I^{\prime}\right)!}{\left(2 \Lambda_{1}+1\right)!\left(2 \Lambda_{2}+1\right)!(K-\Lambda)!\left(2 K-2 I^{\prime}\right)!\left(2 \Lambda_{1}+2 I_{1}+2\right)!\left(2 \Lambda_{2}+2 I_{2}+2\right)!} \\
& \quad \times \sum_{x, y, z} \frac{(-1)^{x+y+z}\left(4 \Lambda_{1}+2-x\right)!\left(4 \Lambda_{2}+2-y\right)!(2 K-2 \Lambda-z)!}{x!\left(2 \Lambda_{1}-2 I_{1}-x\right)!\left(2 \Lambda_{1}-x+1\right)!y!\left(2 \Lambda_{2}-2 I_{2}-y\right)!\left(2 \Lambda_{2}-y+1\right)!} \\
& \quad \times \frac{\left(2 \Lambda_{1}+2 \Lambda_{2}-2 \Lambda-I_{1}-I_{2}+I^{\prime}-x-y-z\right)!}{z!(K-\Lambda-z)!\left(2 I^{\prime}-2 \Lambda-z\right)!\left(2 \Lambda_{1}+2 \Lambda_{2}-2 \Lambda-x-y-z+1\right)!} \tag{37}
\end{align*}
$$

For finding the recoupling matrix mentioned above, we use the relation

$$
\begin{align*}
\left\langle\left\langle\Lambda_{1}, \Lambda_{1}-k\right\rangle\langle k 0\rangle\right. & \left(\left\langle\Lambda_{1} \Lambda_{1}\right\rangle\right)\left\langle\Lambda_{2} \Lambda_{2}\right\rangle\langle K \Lambda\rangle\left|\left\langle\Lambda_{1}, \Lambda_{1}-k\right\rangle\left\langle\Lambda_{2} \Lambda_{2}\right\rangle\langle k 0\rangle\left(\left\langle\Lambda_{2}, \Lambda_{2}-k\right\rangle\right\rangle\langle K \Lambda\rangle\right\rangle \\
& \times\left[\begin{array}{ccc}
\left\langle\Lambda_{1}, \Lambda_{1}-k\right\rangle & \left\langle\Lambda_{2}, \Lambda_{2}-k\right\rangle & \langle K \Lambda\rangle \\
\Lambda_{1}, \Lambda_{1}-k & \Lambda_{2}-k, \Lambda_{2} & \frac{1}{2}(K+\Lambda), \frac{1}{2}(K+\Lambda)
\end{array}\right] \\
= & \sum_{i+j=k}\left[\begin{array}{ccc}
\left.\Lambda_{1}, \Lambda_{1}-k\right\rangle & \langle k 0\rangle & \left\langle\Lambda_{1} \Lambda_{1}\right\rangle \\
\Lambda_{1}, \Lambda_{1}-k & i j & \Lambda_{1}-i, \Lambda_{1}-i
\end{array}\right] \\
& \times\left[\begin{array}{ccc}
\left\langle\Lambda_{1} \Lambda_{1}\right\rangle & \left\langle\Lambda_{2} \Lambda_{2}\right\rangle & \langle K \Lambda\rangle \\
\Lambda_{1}-i, \Lambda_{1}-i & \Lambda_{2}-j, \Lambda_{2}-j & \frac{1}{2}(K+\Lambda), \ldots
\end{array}\right]\left[\begin{array}{ccc}
\left\langle\Lambda_{2} \Lambda_{2}\right\rangle & \langle k 0\rangle & \left\langle\Lambda_{2}, \Lambda_{2}-k\right\rangle \\
\Lambda_{2}-j, \Lambda_{2}-j & i j & \Lambda_{2}-k, \Lambda_{2}
\end{array}\right] \\
& \times\left\langle\left.\Lambda i\left(\Lambda_{1}-i\right) \Lambda_{2}-j \frac{1}{2}(K+\Lambda) \right\rvert\, \Lambda_{1}, \Lambda_{2}-j i\left(\Lambda_{2}-k\right) \frac{1}{2}(K+\Lambda)\right\rangle \\
& \times\left\langle\left.\Lambda_{1}-k j\left(\Lambda_{1}-i\right) \Lambda_{2}-j \frac{1}{2}(K+\Lambda) \right\rvert\, \Lambda_{1}-k, \Lambda_{2}-j j\left(\Lambda_{2}\right) \frac{1}{2}(K+\Lambda)\right\rangle . \tag{38}
\end{align*}
$$

All i.f.'s which appear here, as well as the $S U_{2}$ recoupling matrix, are known, except for the normalizing factor $N_{0}\left(\Lambda_{1} \Lambda_{2}, K \Lambda\right)$ of the second i.f. on the right-hand side. We divide both sides by this factor. Then on the left-hand side we obtain the square of the matrix element under consideration. Afterwards we apply the third or fifth of formulas (13.1) of Ref. 10 in order to simplify the expression on the right-hand side of (38). This allows us to carry out the summation with respect to $i$ to obtain

$$
\begin{align*}
N_{0}\left(\Lambda_{1} \Lambda_{2}, K \Lambda\right)= & \frac{2\left(4 \Lambda_{1}+1\right)!}{\left(K+\Lambda-2 \Lambda_{1}+1\right)\left(K+\Lambda-2 \Lambda_{1}+2 \Lambda_{2}+3\right)} \\
& \left.\times \frac{\left(4 \Lambda_{2}+3\right)!\left(2 \Lambda_{1}+2 \Lambda_{2}-K-\Lambda+1\right)}{(K+\Lambda+1)!\left(2 \Lambda_{1}+2 \Lambda_{2}-2 K\right)!\left(2 \Lambda_{1}+2 \Lambda_{2}-2 \Lambda+1\right)!}\right)^{\frac{1}{2}} \\
& \times\left(\sum_{x, y} \frac{(-1)^{x+y}\left(4 \Lambda_{1}+2-x\right)!\left(K+\Lambda-2 \Lambda_{1}+x\right)!\left(4 \Lambda_{2}+2-y\right)!}{x!\left(2 \Lambda_{1}-x+1\right)!y!\left(2 \Lambda_{2}-y+1\right)!\left(2 \Lambda_{1}+2 \Lambda_{2}-2 K-x-y\right)!}\right. \\
& \left.\times \frac{\left(K+\Lambda-2 \Lambda_{2}+y\right)!\left(2 \Lambda_{1}+2 \Lambda_{2}-K-\Lambda-x-y\right)!}{\left(2 \Lambda_{1}+2 \Lambda_{2}-2 \Lambda-x-y+1\right)!\left(2 K+2 \Lambda-2 \Lambda_{1}-2 \Lambda_{2}+x+y+1\right)!}\right)^{-\frac{1}{2}} \tag{39}
\end{align*}
$$

It is easy to see that the sum involved here corresponds to the nonstandard $11 j$ coefficient

$$
\left[\begin{array}{c|ccc}
K+\Lambda+1 & 2 \Lambda_{1}+1 & 2 \Lambda_{2}+1 & -K+\Lambda-1  \tag{40a}\\
-\frac{1}{2}(K+\Lambda+3) & \frac{1}{2}(K+\Lambda+1) & \frac{1}{2}(K+\Lambda+1) & \frac{1}{2}(K+\Lambda+1) \\
\frac{1}{2}(K+\Lambda+1) & \frac{1}{2}(K+\Lambda+1) & \frac{1}{2}(K+\Lambda+1) & -\frac{1}{2}(K+\Lambda+3)
\end{array}\right]
$$

which in absolute value (only the square of our matrix element is needed) is equal to the $11 j$ coefficient

$$
\left[\begin{array}{c|ccc}
-\frac{1}{2}(K+\Lambda+3) & -\frac{1}{2}(K+\Lambda+3) & -\frac{1}{2}(K+\Lambda+3) & -\frac{1}{2}(K+\Lambda+3)  \tag{40b}\\
-\frac{1}{2}(K+\Lambda+3) & -\frac{1}{2}(K+\Lambda+3) & -\frac{1}{2}(K+\Lambda+3) & -\frac{1}{2}(K+\Lambda+3) \\
-K-\Lambda-3 & 2 \Lambda_{1}+1 & 2 \Lambda_{2}+1 & -K+\Lambda-1
\end{array}\right]
$$

The last $11 j$ coefficient can be calculated from the expression

$$
\left.\begin{array}{rl}
{\left[\begin{array}{ccc}
\Lambda & \Lambda & \Lambda
\end{array} \frac{\Lambda}{\Lambda} \begin{array}{lll}
\Lambda & \Lambda & \Lambda \\
2 \Lambda
\end{array}\right.} & I \\
J & L
\end{array}\right] \quad\left(\begin{array}{ll} 
\\
& =\frac{(-1)^{p}(p-I)!(p-J)!(p-L)!}{2(2 \Lambda+1)(2 \Lambda+1)!^{3}(I+J+L-p)!(p-I-J)!(p-I-L)!(p-J-L)!(p+1)!} \\
& \times[(2 \Lambda-I)!(2 \Lambda+I+1)!(2 \Lambda-J)!(2 \Lambda+J+1)!(2 \Lambda-L)!(2 \Lambda+L+1)!]^{\frac{1}{2}} \\
& \times\left(\frac{(I+J+L-2 \Lambda)!(2 \Lambda+L-I-J)!(2 \Lambda-L-I+J)!}{(2 \Lambda+L+I-J+1)!(2 \Lambda+L-I+J+1)!}\right.  \tag{41}\\
& \left.\times \frac{(2 \Lambda-L+I-J)!(2 \Lambda+L+I+J+2)!}{(2 \Lambda-L+I+J+1)!}\right)^{\frac{1}{2}} .
\end{array}\right.
$$

Here

$$
p=\Lambda+\frac{1}{2}(I+J+L)
$$

is integer; otherwise, (41) vanishes. This follows from the symmetry of the $11 j$ coefficient.
Equation (41) is deduced with the help of recurrence formula (20) for i.f.'s of Ref. 2. In the general case it has 12 terms. However, four of them disappear because of the symmetry of the representations to be coupled. We avoid two terms by specializing the values of parameters of types $M$ and $N$, and two more disappear because the corresponding parameters of $S U_{2}$ have maximal values. Of the four terms left, two vanish because of certain symmetry conditions. Hence, we are left with a recurrence formula involving only two i.f.'s, which allows us to obtain (41). The last one is a particular case of (29), which, however, we have not succeeded in deducing by the methods of Sec. 5 .

After performing all the operations needed for the normalization factor, we find the expression

$$
\begin{align*}
N\left(\Lambda_{1} \Lambda_{2}, K \Lambda\right)= & \frac{\left(2 \Lambda_{1}+1\right)!\left(2 \Lambda_{2}+1\right)!(K-\Lambda)!\left(\Lambda_{1}+\Lambda_{2}+\Lambda+1\right)!}{2(K+\Lambda+1)!\left(\Lambda_{1}+\Lambda_{2}-\Lambda\right)!\nabla\left(\Lambda \Lambda_{1} \Lambda_{2}\right)} \\
& \times\left(\frac{(2 K-2 \Lambda+1)(2 \Lambda+1)!(2 K+2)!(2 K+2 \Lambda+3)!}{\left(2 \Lambda_{1}+2 \Lambda_{2}-2 \Lambda+1\right)!\left(2 \Lambda_{1}+2 \Lambda_{2}+2 \Lambda+3\right)!}\right. \\
& \left.\times \frac{\left(\Lambda_{1}+\Lambda_{2}-K\right)!\left(K-\Lambda_{1}+\Lambda_{2}\right)!\left(K+\Lambda_{1}-\Lambda_{2}\right)!}{\left(2 K+2 \Lambda_{1}-2 \Lambda_{2}+1\right)!\left(2 K-2 \Lambda_{1}+2 \Lambda_{2}+1\right)!\left(K+\Lambda_{1}+\Lambda_{2}+2\right)!}\right)^{\frac{1}{2}} . \tag{42}
\end{align*}
$$

It is more simple to obtain the i.f.'s in coupling $\langle\lambda \lambda\rangle$ and $\langle k 0\rangle$. It is easy to find the relation

$$
\left[\begin{array}{ccc}
\langle K \Lambda\rangle & \langle K 0\rangle & \langle\lambda \lambda\rangle  \tag{43}\\
i j & i j & 00
\end{array}\right]=(-1)^{K-\Lambda-i+j}\left[\begin{array}{ccc}
K+\Lambda+1 & K-\Lambda & 2 \lambda+1 \\
j-i & i-j & 0
\end{array}\right],
$$

which can be brought to a form useful for our purpose by the use of Eq. (A.22) of Ref. 2. To obtain (43), we use a relation similar to (38) and find

$$
\begin{align*}
{\left[\begin{array}{ccc}
\langle K \Lambda\rangle & \langle K-\Lambda, 0\rangle & \langle\lambda \lambda\rangle \\
i j & i-a, j-a & 00
\end{array}\right]=} & N\left[\begin{array}{ccc}
\langle K-\Lambda, 0\rangle & \langle 2 a, 0\rangle & \langle k 0\rangle \\
i-a, j-a & a a & i j
\end{array}\right] \\
& \times\left[\begin{array}{cccc}
\langle K \Lambda\rangle & \langle K-\Lambda, 0\rangle & \langle\hat{\lambda} \lambda\rangle \\
i j & i-a, j-a & a a
\end{array}\right]\left[\begin{array}{ccc}
\langle\lambda \lambda\rangle & \langle 2 a, 0\rangle & \langle\lambda \lambda\rangle \\
a a & a a & 00
\end{array}\right](-1)^{2 k}, \\
& 2 a=k-K+\Lambda . \tag{44}
\end{align*}
$$

The recoupling matrices of $S U_{2}$ give the factor $(-1)^{2 k}$ only. The last i.f. on the right-hand side is unity in view of the restrictions imposed on the parameters of $S U_{2}$ and of the normalization condition. The second i.f. is an n.s.s.i.f. I. It is expressed in terms of a triple stretched $9 j$ coefficient by the methods of Ref. 6. This
last one reduces to the CGC of $S U_{2}$ on the righthand side of (43). Normalization is evident.
The general expression can be obtained by using the weight raising operator $\left(T_{++}\right)^{2 I^{\prime}}$. The corresponding expression is rather too extensive to be given explicitly.

We give here two more special cases:

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\langle\lambda \lambda\rangle & \langle k 0\rangle & \langle K \Lambda\rangle \\
i i & i, k-i & 0, K-\Lambda
\end{array}\right]=(-1)^{2 \lambda+K+\Lambda+k+2 i}\left[\begin{array}{ccc}
K-\Lambda & 2 \lambda+1 & K+\Lambda+1 \\
k-2 i & 2 i+1 & k+1
\end{array}\right] ;}  \tag{45}\\
& {\left[\begin{array}{ccc}
\langle\Lambda \Lambda\rangle & \langle 2 b, 0\rangle & \langle\Lambda \Lambda\rangle \\
I I & i j & I^{\prime} I^{\prime}
\end{array}\right]=(-1)^{2 \Lambda+2 b+2 I^{\prime}+1}\left(\frac{(2 \Lambda+1)(2 \Lambda+2)(2 I+1)}{(2 b+1)\left(2 I^{\prime}+1\right)}\right)^{\frac{1}{2}}} \\
& \times\left\{\begin{array}{ccc}
\Lambda-\frac{1}{2}\left(I-I^{\prime}+i\right) & \Lambda-\frac{1}{2}\left(I^{\prime}-I+j\right) & b \\
\Lambda+\frac{1}{2}\left(j+I-I^{\prime}+1\right) & \Lambda+\frac{1}{2}\left(i+I^{\prime}-I+1\right) & I+I^{\prime}+\frac{1}{2}
\end{array}\right\} .
\end{align*}
$$

As we see, the first one is expressed in terms of a CGC of $S U_{2}$, and the other in terms of a $6 j$ coefficient of $S U_{2}$.

## VII. RECOUPLING MATRICES OF $R_{5}$

The recoupling matrices for the semistretched schemes have rather simple expressions. In the case of the first kind [conditions (19)], we have

$$
\begin{align*}
& \left\langle\left\langle K_{1} \Lambda_{1}\right\rangle\left\langle K_{2} \Lambda_{2}\right\rangle\left(\left\langle K_{12} \Lambda_{12}\right\rangle\right)\left\langle K_{3} \Lambda_{3}\right\rangle\langle K \Lambda\rangle\right| \mid\left\langle K_{3} \Lambda_{3}\right\rangle\left\langle K_{2} \Lambda_{2}\right\rangle\left(\left\langle K_{32} \Lambda_{32}\right\rangle\left\langle\left\langle K_{1} \Lambda_{1}\right\rangle\langle K \Lambda\rangle\right\rangle\right\rangle \\
& =\left\langle K_{1}-\Lambda_{1}, K_{2}-\Lambda_{2}\left(K_{12}-\Lambda_{12}\right) K_{3}-\Lambda_{3} ; K-\Lambda\right|\left|K_{3}-\Lambda_{3}, K_{2}-\Lambda_{2}\left(K_{32}-\Lambda_{32}\right) K_{1}-\Lambda_{1} ; K-\Lambda\right\rangle . \tag{47}
\end{align*}
$$

The recoupling matrix of $S U_{2}$ on the right-hand side can be expressed in terms of a $6 j$ coefficient. Equation (47) can be proved in this way.

As is well known, the recoupling matrix does not depend on the parameters labeling basis functions. On the other hand, its matrix elements are equal to the scalar product of the coupled states of the form (18). They are calculated by using the condition of orthogonality of the functions to be coupled. We take the resulting basis function, satisfying the conditions

$$
\begin{equation*}
I+J=K+\Lambda, \quad M=I, \quad N=J \tag{48}
\end{equation*}
$$

We then use the inequalities

$$
\begin{equation*}
I_{i}+J_{i} \leq K_{i}+\Lambda_{i}, \quad I_{i j}+J_{i j} \leq K_{i j}+\Lambda_{i j} \tag{49}
\end{equation*}
$$

as well as the triangle conditions. The representations
of the subgroup $S U_{2}$ are coupled by the stretched CGC's which are equal to unity. The i.f.'s are to be obtained from Eq. (29) of Ref. 6, in which the $9 j$ coefficient becomes double stretched and the corresponding i.f. becomes a CGC of $S U_{2}$ of the form

$$
\left[\begin{array}{ccc}
K_{1}-\Lambda_{1} & K_{2}-\Lambda_{2} & K_{12}-\Lambda_{12}  \tag{50}\\
I_{1}-J_{1} & I_{2}-J_{2} & I_{12}-J_{12}
\end{array}\right] .
$$

Hence, only CGC's of $S U_{2}$ of the type (50) are left in the expression for the recoupling matrix. After summation with respect to $I_{i}-J_{i}$ (under the condition of fixed values of $I_{i}+J_{i}$ ), we obtain the quantity isomorphic to the recoupling matrix of $S U_{2}$.
A similar result is obtained in the case of three representations coupled by the semistretched coupling scheme of the second kind. Then we have

$$
\begin{align*}
& \left.\left\langle\left\langle K_{1} \Lambda_{1}\right\rangle\left\langle K_{2} \Lambda_{2}\right\rangle\right\rangle\left\langle K_{1}+K_{2}, \Lambda_{12}\right\rangle\right\rangle\left\langle K_{3} \Lambda_{3}\right\rangle\left\langle K_{1}+K_{2}+K_{3}, \Lambda\right\rangle \mid \\
& \left|\left\langle K_{3} \Lambda_{3}\right\rangle\left\langle K_{2} \Lambda_{2}\right\rangle\left\langle\left\langle K_{2}+K_{3}, \Lambda_{32}\right\rangle\right\rangle\left\langle K_{1} \Lambda_{1}\right\rangle\left\langle K_{1}+K_{2}+K_{3}, \Lambda\right\rangle\right\rangle \\
& =\left\langle\Lambda_{1} \Lambda_{2}\left(\Lambda_{12}\right) \Lambda_{3} \Lambda \mid \Lambda_{3} \Lambda_{2}\left(\Lambda_{32}\right) \Lambda_{1} \Lambda\right\rangle . \tag{51}
\end{align*}
$$

To demonstrate this formula, we take the basis function of the resulting representation satisfying the conditions

$$
\begin{equation*}
I=M=K_{1}+K_{2}+K_{3}, \quad J=N=\Lambda . \tag{52a}
\end{equation*}
$$

In such a case the expansion (18) involves i.f.'s equal to unity (from the normalization condition) when

$$
\begin{equation*}
I_{i}=K_{i}, \quad J_{i}=\Lambda_{i}, \quad I_{i j}=K_{i}+K_{j}, \quad J_{i j}=\Lambda_{i j} \tag{52b}
\end{equation*}
$$

and vanishes otherwise. Moreover, all the CGC's of one of the subgroups $S U_{2}$ are equal to unity. Consequently, the recoupling matrix of $R_{5}$ as a scalar
product of functions is equal to the recoupling matrix of the second subgroup $S U_{2}$ in this case.
Similar results are obtained in the case of an arbitrary number of basis functions coupled by the semistretched coupling schemes. By using the elements of the substitution group of parameters, we can widen the class of recoupling matrices of $R_{5}$ expressible in terms of $3 n j$ coefficients of $\mathrm{SU}_{2}$. Some of the couplings can become nonstandard; however, the corresponding $3 n j$ coefficients remain standard quantities of the theory of angular momentum considered in Ref. 10. This means that the parameters which are the linear
combinations of parameters of $R_{5}$ satisfy the standard triangular conditions as required by the theory.

## APPENDIX: A NEW EXPRESSION FOR THE 9j COEFFICIENT

The semistretched i.f. of the first kind may be treated in the same way as has been done with that of
the second kind in Sec. 5 . In such a case only one of four parameters $i_{1}, i_{2}, j_{1}$, and $j_{2}$ are linearly independent, as follows from Eqs. (49) and (50). Consequently, the number of summation parameters reduces to four. Comparing the expression obtained with Eq. (29) of Ref. 6, we deduce the following expression for the $9 j$ coefficient:

$$
\left.\begin{array}{rl}
\left\{\begin{array}{lll}
l_{1} & l_{2} & l \\
i_{1} & i_{2} & i \\
j_{1} & j_{2} & j
\end{array}\right\}= & \frac{\nabla\left(j_{2} j_{1} j\right) \nabla\left(i_{1} i_{2} i\right)}{(2 l+1)^{\frac{1}{2} \nabla\left(i_{1} j_{1} l_{1}\right) \nabla\left(j_{2} i_{2} l_{2}\right) \nabla(j l i)}} \\
& \times \sum_{m_{1}, m_{2}, u}\left(\frac{\left(l+m_{1}+m_{2}\right)!\left(l_{1}+m_{1}\right)!\left(l_{2}-m_{2}\right)!}{\left(l-m_{1}-m_{2}\right)!\left(l_{1}-m_{1}\right)!\left(l_{2}+m_{2}\right)!}\right)^{l_{1}} \begin{array}{ll}
l_{2} & l \\
m_{1} & m_{2}
\end{array} m_{1}+m_{2}
\end{array}\right],
$$

For CGC's of $S U_{2}$ we use the second of Eq. (13.1) of Ref. 10 and renumerate the summation parameters in such a way that $m_{1}$ is involved in six factorials. The corresponding sum is isomorphic with the expression of CGC's of $S U_{2}$. Applying the symmetry properties of CGC's, we bring the expression to a form in which the summation with respect to one of the parameters can be carried out with the help of one of the Eqs. (14.2)-(14.5) of Ref. 10. This gives us the expression for the $9 j$ coefficient:

$$
\begin{align*}
\left\{\begin{array}{lll}
l_{1} & l_{2} & l \\
i_{1} & i_{2} & i \\
j_{1} & j_{2} & j
\end{array}\right\}= & \frac{\nabla\left(i_{1} i_{2} i\right) \nabla\left(j_{2} j_{1} j\right) \nabla(l i j)}{\nabla\left(i_{1} j_{1} l_{1}\right) \nabla\left(j_{2} i_{2} l_{2}\right) \nabla\left(l l_{1} l_{2}\right)} \\
& \left.\times \sum_{x, y, z} \frac{(-1)^{i_{1}+i_{2}-i+j_{1}+j_{2}-j+x+v+z}\left(l-l_{1}+l_{2}+x\right)!\left(2 l_{1}-x\right)!}{}+l_{2}-l-x\right)!\left(l_{1}-i_{1}+j_{1}-x\right)!\left(l-l_{1}-i_{2}+j_{2}+x+y\right)! \\
& \times \frac{\left(i_{1}+j_{1}-l_{1}+x\right)!\left(l-j+i_{1}+i_{2}-y-z\right)!\left(l_{2}-i_{2}+j_{2}+y\right)!\left(2 i_{2}-y\right)!}{y!\left(i_{1}+i_{2}-i-y\right)!\left(i_{2}-j_{2}+l_{2}-y\right)!\left(i_{1}+i_{2}+i-y+1\right)!\left(i_{1}-l_{1}-j_{2}+j+x+y\right)!} \\
& \times \frac{\left(j_{1}-j_{2}+j+z\right)!(i+j-l+z)!}{z!\left(j_{1}+j_{2}-j-z\right)!(l+i-j-z)!(2 j+z+1)!} \tag{A2}
\end{align*}
$$

involving only three summation parameters as compared with Eq. (25.5) of Ref. 10 which involves four summation parameters.

From (55) it is easy to obtain particular cases of the $9 j$ coefficient. Unfortunately, the symmetry of the expression (55) is rather poor. However, it satisfies the combined symmetry properties, as is easily proved by substitutions making some of the parameters negative [cf. Eqs. (24.19)-(24.31) of Ref. 10].

[^5][^6]
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#### Abstract

Necessary and sufficient conditions are derived for the analytic extendability of a static two-dimensional space-time. For all allowed cases, explicit analytic extensions are determined together with their corresponding Penrose-Carter diagrams. Extensions are classified and further discussed in terms of these diagrams, with special consideration given to the question of bifurcate Killing horizons. The application of these results to four-dimensional relativistic space-times is illustrated with specific examples.


## 1. INTRODUCTION

An important step towards the understanding of any new solution of the Einstein field equations is the determination of its maximal analytic extension. The need for such extensions arises particularly often in the study of static solutions, and in the following manner.

To make best use of the time invariance of static metrics in simplifying the field equations, we choose coordinates which cast the timelike Killing vector into the form

$$
\begin{equation*}
\xi_{(t)}^{\mu}=(0,0,0,1) \tag{1}
\end{equation*}
$$

In the event that the norm of this Killing vector should vanish on some hypersurface, defining a Killing horizon, ${ }^{1}$ a coordinate singularity occurs. We can cite as well-known examples the Schwarzschild, ${ }^{2,3,4}$ Reissner-Nordstrøm, ${ }^{5,6}$ and Taub-NUT ${ }^{7,8,9}$ metrics in their usual forms. In each case a maximal analytic extension has been found.

It should be emphasized that the three examples are really quite special. In the first place, all are Petrov type D, a highly restricted class of metrics. ${ }^{10}$ Secondly, and of more importance to us at the moment, the analytic extensions are nearly all of essentially the same sort, following the form employed by M. Kruskal for the Schwarzschild solution. ${ }^{4}$ Only in a few instances, such as $e=m$ for the ReissnerNordstrøm solution, ${ }^{6}$ does the form of the analytic extension fall into a second category. This limitation arises, not from any lack of originality on the part of various authors, but from the basic character of the examples themselves.

Recently, the author has made a study of static, axisymmetric, vacuum metrics, called Weyl metrics for brevity. ${ }^{11}$ Among these solutions are many that exhibit a Killing horizon, yet admit an analytic extension distinctly different from those of the three
previous examples. Others fail even to admit an analytic extension, although possessing a horizon nonsingular in the usual sense. These findings strongly recommend a systematic investigation of Killing horizons from the viewpoint of the analytic extensions they necessitate.

The seemingly most direct approach to the study of horizons, to analyze carefully the general static space-time, has one decisive drawback: The general static space-time is unknown, or at least so poorly known that little detailed information can be gleaned from it. Even treating the more specialized general Weyl solution, which is in principle explicitly known, ${ }^{11}$ is of limited value. From a technical standpoint, an analytic extension can be determined only from a detailed knowledge of the space-time's geodesics, a knowledge but rarely available for Weyl metrics. It is true that the geodesic equations often can be integrated approximately near the horizon, but this is not entirely satisfactory either. Moreover, even if it were technically feasible explicitly to construct analytic extensions for many Weyl metrics, the welter of details would obscure the fundamental features we wish to understand.

For these reasons we subject to study the simplest possible metric, the general static, two-dimensional space-time. We call it a space-time only because its signature is $(+-)$; it satisfies no particular field equations.

In this limited domain we are able to establish necessary and sufficient conditions for analytic extendability. And when these conditions are met, we give explicitly the analytic extension together with its Penrose-Carter diagram. ${ }^{6,12}$ Surveying the results, we see how special a class Kruskal extensions actually are. This point is made sharper by a brief examination of bifurcate Killing horizons ${ }^{13}$ as they occur in static two-dimensional space-times. This
sort of horizon, consisting of four branches meeting at a true point (in two dimensions), is shown to be unique to Kruskal extensions.

The investigation is of primary value, we feel, to the extent that it provides a more intuitive understanding of horizons and analytic extensions by abstracting their basic features from the complicating details which so often abound. Nonetheless, it is fair to ask what specific application the calculations have to four-dimensional, general relativistic spacetimes.

Results seem to be directly utilizable only for static Petrov type D metrics. These decompose in a natural manner into two subspaces, one of which has signature $(+-) .^{10,14}$ The analytic extension is performed with regard to that subspace only. Extension of the Schwarzschild solution, for instance, involves only $r$ and $t$. We use special cases of the lesser known $C$-metric ${ }^{10.14}$ to provide additional examples in Sec. 5.

Application to Weyl metrics in general is more difficult. However, it appears that the added problems are only technical in nature. (Reference 11 examines this in detail.) It is not unreasonable to suppose the same to be true of more general static space-times.

## 2. EXTENSION THEOREM

Any static 2 -space of signature $(+-)$ can be coordinatized so that

$$
\begin{align*}
d s^{2} & =\phi^{-1} d x^{2}-\phi d t^{2}, \\
x_{1} & <x<x_{2}, \quad-\infty<t<\infty . \tag{2}
\end{align*}
$$

The connected open domain $\left(x_{1}, x_{2}\right)$ is defined by requiring (i) that $\phi(x)$ be analytic and positive valued on the domain, and (ii) that the domain be not a proper subset of any connected open domain also satisfying condition (i). We assume that $\phi(x)$ itself admits no analytic extension. If it does, perform the extension and redefine the domain ( $x_{1}, x_{2}$ ) as necessary. The question at issue is whether there exists some analytic metric of which Eq. (2) is but a restricted part.

It is evident that the metric can be extended only from one or both of the surfaces $x=x_{i}, i=1,2 .{ }^{15}$ Moreover, extension is impossible even at $x=x_{i}$ if the surface is singular or is located at infinity. We employ the usual definition for a singular surface: The curvature scalar, in this case

$$
\begin{equation*}
R=d^{2} \phi / d x^{2} \tag{3}
\end{equation*}
$$

is unbounded in the limit as the surface is approached by all geodesics intersecting it. ${ }^{16}$ A surface is at infinity if no geodesic can intersect it at a finite affine distance.

The geodesics are easily determined by quadrature,

$$
\begin{align*}
& s= \pm \int\left[E^{2}-\epsilon \phi(x)\right]^{-\frac{1}{2}} d x  \tag{4}\\
& t=E \int \phi(x)^{-1} d s \tag{5}
\end{align*}
$$

$E$ and $\epsilon$ are constants of the motion. The geodesic is timelike, null, or spacelike as $\epsilon=1,0$, or -1 . The affine parameter is $s$.

Now suppose $x_{i}= \pm \infty$. Additionally, suppose $\phi(x) / x^{2}$ is bounded as $x \rightarrow x_{i}$. Then Eq. (4) indicates that $s \rightarrow \pm \infty$ for all geodesics approaching $x_{i}$. So instead suppose $\phi(x) / x^{2}$ is unbounded as $x \rightarrow x_{i}$. However, now the scalar curvature is unbounded. In either case no extension is possible at $x_{i}$. This is the first step in the proof of our principal result.

Theorem: The metric (1) is analytically extendable from the surface $x=x_{i}(i=1,2)$ if and only if $x_{i}$ is finite and $\phi(x)$ is analytic there.

We next construct an analytic extension from the surface $x=x_{i}$ ( $x_{i}$ henceforth assumed finite) valid whenever $\phi(x)$ is analytic there. Introduce the semigeodesic coordinate system

$$
\begin{align*}
& r=\int(1+\phi)^{\frac{1}{2}} \phi^{-1} d x+t  \tag{6}\\
& \tau=\int(1+\phi)^{-\frac{1}{2}} \phi^{-1} d x+t \tag{7}
\end{align*}
$$

The transformed line element

$$
\begin{equation*}
d s^{2}=d r^{2}-(1+\phi) d \tau^{2} \tag{8}
\end{equation*}
$$

is the extension we seek, provided $\phi(x)$ is analytic in $r$ and $\tau$ at $x=x_{i}$.

The original coordinate $x$ is given implicitly in terms of $r$ and $\tau$ by

$$
\begin{equation*}
r-\tau=\int(1+\phi)^{-\frac{1}{2}} d x \tag{9}
\end{equation*}
$$

Therefore, $(r-\tau)$ is an analytic function of $x$ at $x_{i}$ whenever $\phi$ is. Moreover, $d(r-\tau) / d x \neq 0$ at $x_{i}$. These two facts imply that $x$ is an analytic function of $(r-\tau) .{ }^{17}$ Consequently, so is $\phi$. Thus Eq. (8) is an analytic extension of Eq. (2), and sufficiency for the theorem is proven.

Proof of necessity for the theorem rests upon the fact that lines of constant $\tau$ in line element (8) are geodesics, the affine parameter being simply $r$. Because the scalar curvature Eq. (3) completely characterizes the space-time locally, it must be an analytic function of the affine parameter along any
geodesic if the metric itself is to be analytic along the geodesic. ${ }^{18.19}$ An equivalent, but perhaps intuitively more obvious, statement is that the separation between nearby members of a family of geodesics, proportional to $(1+\phi)^{\frac{1}{2}}$ in Eq. (8), must be an analytic function of distance along the geodesics if the metric is analytic there. Viewed in either way this argument requires that $\phi$ be an analytic function of $x$ at $x_{i}$ if an analytic extension is to be possible there.

## 3. KILLING HORIZONS

According to the extension theorem, analytic extension through a Killing horizon at $x_{i}$ is possible only if $\phi$ is expressible as

$$
\begin{equation*}
\phi(x)=x^{n} f(x) \tag{10}
\end{equation*}
$$

Here $n$ is a positive integer. The function $f(x)$ is analytic and nonvanishing at $x_{i}$, which for notational convenience has been set equal to zero. The preceding section presented a coordinate patch adequate to cover one branch of the horizon at a time. It often proves valuable to be able to treat both the past and future branches simultaneously. The appropriate coordinate transformation is derived below.

Introduce a null coordinate system

$$
\begin{equation*}
d s^{2}=2 \psi(u, w) d u d w \tag{11}
\end{equation*}
$$

Equations connecting line elements (2) and (11) are

$$
\begin{align*}
x_{u}^{2} / \phi-t_{u}^{2} \phi & =0 \\
x_{w}^{2} / \phi-t_{w}^{2} \phi & =0  \tag{12}\\
x_{u} x_{w} / \phi-t_{u} t_{w} \phi & =\psi
\end{align*}
$$

These may be rewritten in the equivalent forms

$$
\begin{align*}
t_{u} & =x_{w} / \phi \\
t_{w} & =-x_{u} / \phi \tag{13}
\end{align*}
$$

and

$$
\begin{equation*}
\psi=2 x_{u} x_{w} / \phi \tag{14}
\end{equation*}
$$

The integrability condition on (13), $t_{u w}=t_{w u}$, is seen to imply

$$
\begin{equation*}
t_{u v}=0 \tag{15}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
t=\xi(u)-\eta(w) \tag{16}
\end{equation*}
$$

In terms of the arbitrary functions $\xi$ and $\eta, x(u, w)$ is implicitly defined as

$$
\begin{equation*}
\int[\phi(x)]^{-1} d x=\xi(u)+\eta(w) \tag{17}
\end{equation*}
$$

It is necessary only to require that

$$
\begin{equation*}
\psi=2 \phi \xi_{u} \eta_{w} \tag{18}
\end{equation*}
$$

be both analytic in $u$ and $w$ and nonvanishing at the horizon.

Designate the past and future horizon branches, respectively, by $w=0$ and $u=0$. We must require that $\phi \cdot \xi_{u}$ therefore be analytic and nonvanishing at $u=0$, with an analogous statement for $w=0$. But $x_{u}=\phi \cdot \xi_{u}$, and so we will demand that $x$ be an analytic function of $u$ and $w$ at the horizon. The conditions placed on $\xi$ and $\eta$ by this requirement may be determined by formally expanding $x$ as a power series in $u$ and $w$ and formally solving for the coefficients using Eq. (17).

Instead, we explore the consequences of the appealing choice

$$
\begin{align*}
\xi(u) & =\int[\phi(u)]^{-1} d u \\
\eta(w) & =\int[\phi(w)]^{-1} d w \tag{19}
\end{align*}
$$

The substitution of Eqs. (10) and (19) into Eq. (17) yields

$$
\begin{align*}
a \ln (x) & +x^{1-n} P(x) \\
& =a \ln (u)+u^{1-n} P(u)+a \ln (w)+w^{1-n} P(w) \tag{20}
\end{align*}
$$

where $P$ is a power series, $[P(0) \neq 0$ for $n \neq 1]$ and $a$ is a constant $(a \neq 0$ for $n=1)$.

It is evident from Eq. (20) that, for $w$ bounded away from zero, $x \sim u$ as $u \rightarrow 0$, except when $n=1$. In that case, irrespective of whether $w$ is bounded away from zero, $x \sim u \cdot w$ as $u \rightarrow 0$. In either case, if we write

$$
\begin{equation*}
z=x /(u w) \tag{21}
\end{equation*}
$$

we are assured that $z$ does not vanish on the future horizon branch. With this substitution, Eq. (20) becomes

$$
\begin{align*}
F(u, w, z)= & (u w z)^{n-1} a \ln (z)+P(u w z) \\
& -(w z)^{n-1} P(u)-(u z)^{n-1} P(w)=0 . \tag{22}
\end{align*}
$$

At $u=0$, the newly defined function $F$ is analytic in all its arguments. Moreover, $F_{z}$ does not vanish there:

$$
\begin{array}{ll}
\left(F_{z}\right)_{u=0}=(1-n) w^{n-1} z^{n-2} P(0), & n \neq 1 \\
\left(F_{z}\right)_{u=0}=a / z, & n=1 \tag{23}
\end{array}
$$

Consequently, $z$ is defined implicitly by Eq. (22) as an analytic function of $u$ and $w$ at $u=0 .{ }^{17}$ A similar statement holds for $w=0$, and also for $u=w=0$ if $n=1$. For $n \neq 1$, however, the argument fails at $u=w=0$.

It is evident from Eq. (21) that $x$ is analytic under the same conditions. Since substitution of the limiting expression for $x$ cited above into Eq. (18) indicates that $\psi$ is neither zero nor infinite at $x=0$, we have the desired result, that Eqs. (11), (16), (17), and (19) represent an analytic extension of Eq. (2) at the Killing horizon $x=0$. Indeed, it represents simultaneously an extension for all horizons of (2).

Once again, it should be noted that the extension fails for $u=w=0$ unless $n=1$. However, examination of the geodesic equations reveals that the point in question lies at an infinite affine distance, so that the failure of the extension there is to be expected. This feature of $n \neq 1$ horizons is discussed in more detail in the following section.

## 4. THE PENROSE-CARTER DIAGRAMS

Penrose-Carter conformal diagrams for the twodimensional Killing horizons are of two basic types, Fig. 1 for $n$ odd and Fig. 2 for $n$ even. The former consists of a pair of static (I) and a pair of dynamic (II) blocks, while the latter is an infinite chain of static blocks (two sets, I and II).

The mathematical complexity of the extension just given makes these block diagrams particularly useful in illustrating the general structure of a metric without requiring that the algebra actually be performed. Starting with the diagram for any horizon of the metric, one attaches the diagram for the next horizon at the appropriate shaded corner of the first diagram. This "building block" construction is continued until all extendable horizons of the metric are included. Finally, the remaining free shaded corners are identified as singularities, regions at infinite distance, etc., as the case may be. This was, in fact, the program carried out to obtain the diagrams for the examples of the next section. In the remainder of this section, we focus upon one particularly interesting aspect of these diagrams.

[^7]Fig. 2. Penrose-Carter diagram for line element (11), $n$ even. Solid dark lines represent horizons. Broken lines are typical Killing vector orbits (lines of constant $x$ ). Dark points, not covered by the coordinate patch, are at infinite affine distance. The shaded areas, not necessarily covered by the coordinates (19), are shown to facilitate visualization of where this set of blocks can attach to others. The nature of the boundaries of the shaded regions (light lines) is determined by the behavior of $\phi(x)$ there. Regions I and II, though not identical, are both static.


In each diagram the vertices marked by heavy black dots represent spacelike or timelike infinity, as perhaps might be expected from the usual properties of conformal diagrams. In particular, the "origin" in Fig. 1 is at infinity and so, as previously noted, is not covered by the coordinate patch. This point serves to separate the four horizon branches, as the figure indicates.

An exception to this statement occurs in the case $n=1$, for which the origin is perfectly accessible in finite time. Hence, the horizon branches actually intersect there, forming what Robert Boyer termed a bifurcate Killing horizon. ${ }^{13}$ We see that, at least within the realm of this investigation, the bifurcate Killing horizon can occur only for $n=1$. Let us further inquire into this situation.

An $n=1$ coordinate singularity in the positivedefinite analog to line element (2)

$$
\begin{equation*}
d s^{2}=\phi^{-2} d x^{2}+\phi d t^{2} \tag{24}
\end{equation*}
$$

is covered (to first order ignoring constant factors) by the quasirectangular coordinates

$$
\begin{align*}
& \rho \simeq x^{\frac{1}{2}} \sin (t / 2), \\
& \sigma \simeq x^{\frac{1}{2}} \cos (t / 2) \tag{25}
\end{align*}
$$

This is essentially the transformation from polar to rectangular coordinates, in which the $n=1$ coordinate singularity of (24) is the origin. There is, however, no question of carrying out an extension for any other value of $n$ : The point in question now lies at infinity.

In the same approximation an $n=1$ horizon is covered by

$$
\begin{align*}
& \rho=(u-w) / 2 \simeq x^{\frac{1}{2}} \sinh (t / 2), \\
& \sigma=(u+w) / 2 \simeq x^{\frac{1}{2}} \cosh (t / 2) . \tag{26}
\end{align*}
$$

No similar representation exists for $n>1$. This we would expect, since such a representation would cover the origin. The correspondence between the remarks of this paragraph and those of the preceding one are fairly clear. That bifurcate Killing horizons
fail to occur for $n \neq 1$ is, from this standpoint, attributable to the absence of analytic extensions in the analogous positive-definite 2 -spaces.
Incidently, Eq. (26) indicates the relationship between the present formulation (for $n=1$ ) and the general $n=1$ extensions derived by various authors. ${ }^{5,14}$ It also suggests why these other methods are not readily applicable for $n>1$.

## 5. APPLICATIONS

The analysis presented above finds immediate applications to static Petrov type D metrics, which naturally decompose into two parts, one transformable to Eq. (2), the other to Eq. (24). ${ }^{10.14}$ Examples of $n=1^{2,4,5,14}$ and static $n=2^{6}$ are adequately covered in the literature. We therefore restrict ourselves to dynamic $n=2$ and $n=3$ cases. There are no known instances of $n>3$ among static Petrov type D metrics. Neither are there any with $n$ not an integer but a nonintegral real number exceeding two. For such a case, the space-time would not be analytically extendable at $x_{i}$, although the curvature invariants would be regular there.

The two examples are special cases of the $C$ metric ${ }^{10,14}$ :

$$
\begin{align*}
d s^{2}= & (x+y)^{-2}\left\{f(x)^{-1} d x^{2}+f(x) d \phi^{2}\right. \\
& \left.+[-f(-y)]^{-1} d y^{2}-[-f(-y)] d t^{2}\right\} \\
& f(z) \equiv z^{3}+a z+b \tag{27}
\end{align*}
$$

We are interested only in the $y-t$ part of the line element, the $x-\phi$ portion being easily extended where necessary. If we remain away from $x+y=\infty$, which is singular, and $x+y=0$, which is at infinity, the effect of the multiplicative factor $(x+y)^{-2}$ can be ignored. What remains is precisely Eq. (2), with

$$
\begin{equation*}
\phi(y)=y^{3}+a y-b . \tag{28}
\end{equation*}
$$

Penrose-Carter diagrams of the two examples are immediately obtainable as follows.

Let constants $a$ and $b$ be chosen so that

$$
\begin{equation*}
\phi(y)=\left(y-y_{1}\right)\left(y-y_{2}\right)^{2}, \quad y>y_{1}>y_{2}>0 . \tag{29}
\end{equation*}
$$

The block diagram for the horizon at $y_{1}$ is Fig. 1, while that at $y_{2}$ is the dynamic analog of Fig. 2 (i.e., rotated through $90^{\circ}$ ) for $n=2$. The diagrams are joined through region II of Fig. 1. Figure 3 is, strictly speaking, not the maximal extension, because it shows all the identical $n=1$ blocks attached at both ends to the same two $n=2$ dynamic chains. In fact, each $n=1$ block attaches at one end or the other to a new chain. The resulting network is difficult to imagine, much less to draw. No causality violations arise from the identifications made in Fig. 3.


Fig. 3. Penrose-Carter diagram for constant $x-\phi$ slice ( $x>0$ ) of the $C$-metric. Parameters are chosen such that an $n=1$ horizon occurs at $y=y_{1}$, and an $n=2$ horizon at $y=y_{2}$. The wide black lines, $y=\infty$, denote singularities. The surfaces $y=-x$ are regular and at null infinity. Dark points are also at infinity. Dashed lines are Killing vector orbits, indicating that region $\mathfrak{I}$ is static, but II and III dynamic.

Next let $a=b=0$ so that an $n=3$ horizon occurs at $y=0$. The result is Fig. 4. In both Figs. 3 and 4 the behavior of the diagrams near the singularities and at null infinity is easily added by considering the previously neglected effect of $(x+y)^{-2}$. Both examples illustrate quite well the building block fashion in which Penrose-Carter diagrams can be constructed.

Reference 11 contains applications of our results to Weyl metrics. There all values of $n$ occur. Moreover, cases arise where $C^{2}$ extensions are possible although


Fig. 4. Penrose-Carter diagram for a constant $x-\phi$ slice $(x>0)$ of the $C$-metric. Parameters are chosen ( $a=b=0$ ) such that an $n=3$ horizon occurs at $y=0$. The wide black lines, $y=\infty$, are singular surfaces. The surface $y=-x$ is regular and at null infinity. Dark points are also at infinity. Killing vector orbits (dashed lines) indicate that region I is static, and II dynamic.
analytic extensions are not. These correspond generally to Eq. (10) but with $n$ any real number greater than two, rather than only an integer. Minor modification of the procedures given in this paper suffice to provide such extensions.
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${ }^{17}$ E. Goursat, A Course in Mathematical Analysis (Dover, New York, 1959), Vol. 1.
${ }^{18}$ This is equivalent to the requirement that Fermi normal coordinates be constructable along any geodesic in an analytic metric. See G. Szekeres, Publ. Math. Debrecen 7, 285 (1960).
${ }^{19}$ We can require equivalently that the invariant quantity $\xi_{(t)}^{\mu} \xi_{(t) \mu}$, equalling $\phi$, be an analytic function of the affine parameter. Theoretical justification is suggested in part by R. Geroch, Commun. Math. Phys. 13, 180 (1969), or Ref. 14. Whether the requirement generalizes to other Killing vectors in other space-times is an interesting question.
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#### Abstract

It is shown that any basis of covariant polynomials for a two-particle scattering process yields invariant amplitudes free of kinematical singularities, provided (a) the total number of basis polynomials equals the number of spin space components of the scattering amplitude and (b) the polynomials of each of the two parity signatures are separately linearly independent at all points where three of the particle 4momenta are linearly independent. This result allows one to directly identify good basis sets without going through the very tedious algebra involved in comparing them to the sets of Hepp and Williams. The latter are not useful for practical applications because the spinor indices belonging to different particles are coupled and these sets do not transform into themselves under the relevant discrete symmetry operations.


## I. INTRODUCTION

The description of a scattering process in terms of invariant amplitudes is useful because they have simple analytic properties and can trivially satisfy the various symmetry requirements. For this purpose, one must find a covariant basis that exhibits the appropriate symmetries and, moreover, ensures a decomposition into invariant amplitudes free of kinematical singularities. In this paper we prove a theorem that enables one to check by inspection whether a given basis is a satisfactory one.
Hepp ${ }^{1}$ has rigorously proven that any set of holomorphic covariant functions $M(k)$ can be written in the form

$$
M(k)=\sum_{i} A_{i}(s) Y^{i}(k),
$$

where the "standard covariants" $Y^{i}(k)$ are matrices on the spinor indices and polynomials in the 4 -vectors $k=\left\{k_{1}, \cdots, k_{n}\right\}$. The invariant amplitudes $A_{i}(s)$, which are functions of the independent invariants $s=\left\{s_{1}, \cdots, s_{m}\right\}$ formed from the $k_{i}$, are holomorphic except on the $s$-space image of $k$-space singularities of the functions $M(k)$. In general, a minimal set of standard covariants, i.e., a set whose number is just the number of values that the spinor indices take on, does not exist. But for the case of scattering amplitudes describing two incoming and two outgoing particles, and subject to the mass shell and four-momentum conservation constraints, Hepp proved that one can find a minimal set of $Y^{i}(k)$ having positive and negative signature under parity and whatever other discrete symmetry operations transform the particular process under consideration into itself.
To find the relevant standard covariants for any
given $M(k)$, one must find a set of polynomials such that all covariant polynomials with the same spinor index types can be expressed in terms of them for all allowed values of the complex 4 -vectors $k$. Hepp's proof is, in effect, a proof that such a basis exists and that any such basis gives a holomorphic decomposition (one free of kinematical singularities) into invariant amplitudes of the given holomorphic functions $M(k)$. Any other form for physical scattering functions is equivalent to the $2 j+1$ spinor form; thus Hepp has given a rigorous justification of the prescription originally developed by Hearn ${ }^{2}$ for perturbation theory. Recently Scadron and Jones ${ }^{3}$ have found some of the relations needed to apply this method to two-particle processes with arbitrary spins, and many other relations have been found by the author of this paper. ${ }^{4}$
Several examples of sets of covariants that give a holomorphic decomposition have been given by Hepp and, independently, by Williams, ${ }^{5}$ but these do not transform into themselves under the discrete symmetry operations. To find a satisfactory basis, it is sufficient to show how any one of these sets can be written as linear combinations of covariants having definite signature under $P, C, T$, and exchange symmetry, with coefficients that are polynomials in the invariants. For those processes in which two of the four particles are spinless, this procedure is not too tedious and all the required covariants have been found. ${ }^{4,6,7}$

When more than two spinning particles are involved, the algebraic problems become rapidly unmanageable as the spins increase. ${ }^{3,4,7,8}$ Thus, although the prescription of Hearn and Hepp solves the problem in principle, it does not solve it in practice.

The main aim of this work is to exhibit, in concrete terms, the origin of the difficulty in obtaining holomorphic invariant amplitudes and to develop a simple criterion that allows one to verify directly whether any given basis gives amplitudes that are free of kinematical singularities. The criterion is essentially this: Any minimal set of covariant polynomials is a good set if all the covariants of positive parity signature are linearly independent, and all the covariants of negative parity signature are linearly independent at all points where three of the particle momenta are linearly independent.

The core of the argument is a detailed description of the constraints that Lorentz covariance and analyticity impose in neighborhoods of points where only two of the particle 4-momenta are linearly independent. Once the nature of the constraints is clearly understood, the essential requirements on the standard covariants will be easy to see and the proof of the theorem will be straightforward.

Aside from the Hearn-Hepp procedure, the only good criterion that has been previously given for justifying the absence of kinematical singularities in a set of invariant amplitudes is that of Williams. ${ }^{5}$ However, Williams' arguments were for a particular set of covariants that has no simple relation to the discrete symmetries.

One reason that the standard covariants given by Hepp and Williams have not found practical application is that all spinor indices with the same properties under proper Lorentz transformations are coupled with Clebsch-Gordan coefficients. ${ }^{9}$ These couplings join together parts having different discrete symmetry properties, and also make the results impracticable for substitution into the unitarity relations. Any useful basis must avoid coupling spinor indices belonging to different particles, and this does not naturally emerge if one starts from the sets of Hepp or Williams. By our simple criterion, any proposed basis can be checked directly without comparing it to all the other polynomials having the same spinor index types or to the sets of Hepp or Williams.

To apply our criterion, the linear independence of the basis sets of each parity signature must be checked. This problem, although not trivial, is simpler than the one involved in previous methods. A paper dealing with procedures for checking the linear independence of basis sets is being prepared.

The general background material needed for this work is scattered in various places and some of it is unpublished. Many of the essential results are obscured by the abstruse mathematical forms of the original papers, and there is no satisfactory account of
the general situation anywhere in the literature. A secondary aim of this paper is therefore to provide a systematic simple description of the previous results that form the basis of the present work. These include a theorem of Stapp, ${ }^{10.11}$ which states that scattering functions are covariant under proper complex Lorentz transformations at all points where they are regular, and some basic properties of sets of complex 4vectors. ${ }^{12}$ We also discuss and extend a theorem of Hepp $^{1}$ and Williams ${ }^{5}$ that allows one to express a multisheeted invariant function of 4 -vectors as a function of invariants formed from them.

We confine our discussion to those cases in which all four particles are massive, since Zwanziger ${ }^{13}$ has found all the standard covariants having definite parity signature when one or two are massless.

## II. BASIC PROPERTIES OF TWO-PARTICLE SCATTERING AMPLITUDES

## A. The $S$ Matrix

A brief review will establish the notation and summarize some well-known properties. We consider a scattering process in which particles 1 and 2 are incoming, and particles 3 and 4 are outgoing. To each particle one may assign a wavefunction $\psi_{\alpha_{i}}{ }^{i}\left(k_{i}\right)$ with the norm

$$
\begin{equation*}
\sum_{\alpha_{i}} \int \frac{d \mathbf{k}_{i}}{k_{i}^{0}} \psi_{\alpha_{i}}{ }^{*}\left(k_{i}\right) \psi_{\alpha_{i}}^{i}\left(k_{i}\right)=1, \quad i=1, \cdots, 4 \tag{1}
\end{equation*}
$$

where $k_{i}$ is the 4 -momentum and $\alpha_{i}$ the spin quantum number. The particle type is specified by $t_{i}=\left(m_{i}, j_{i}\right.$, $q_{i}$ ), where $m_{i}$ is its mass, $j_{i}$ is its spin, and $q_{i}$ stands for all additive internal quantum numbers. It is convenient to introduce the notation $K_{i}=\left(k_{i}, t_{i}\right)$.

The relationship between measurements on initial and final particles is expressed by the $S$-matrix elements

$$
\underset{\alpha_{b} ; \alpha_{a}}{S\left(K_{b} ; K_{a}\right),}
$$

where the subscripts $a$ and $b$ indicate incoming and outgoing particles, respectively. The probability that the outgoing particles will be in the state specified by $\psi_{b}$ if the incoming particles were in the state specified by $\psi_{a}$ is $\left|S\left(\psi_{b} ; \psi_{a}\right)\right|^{2}$, where

$$
\begin{array}{r}
S\left(\psi_{b} ; \psi_{a}\right)=\prod_{i=1}^{4} \int \frac{d \mathbf{k}_{i}}{k_{i}^{0}} \sum_{\alpha_{i}} \psi_{\alpha_{3}}{ }^{3^{*}}\left(k_{3}\right) \psi_{\alpha_{4}}^{4^{*}}\left(k_{4}\right) S\left(K_{b} ; K_{a}\right) \\
\alpha_{b} ; \alpha_{a}  \tag{2}\\
\times \psi_{\alpha_{1}}{ }^{1}\left(k_{1}\right) \psi_{\alpha_{2}}{ }^{2}\left(k_{2}\right) .
\end{array}
$$

If the spin indices are in "canonical" form, i.e., if $\alpha_{i}$ is specified with respect to the 3 axis in the rest frame of particle $i$, the invariance of probabilities
under a simultaneous proper orthochronous Lorentz transformation of both incoming and outgoing states leads to the relation ${ }^{14-16}$

$$
\begin{align*}
& S\left(\Lambda K_{a} ; \Lambda K_{a}\right)=D^{(j b)}\left(A\left(k_{b}\right)\right)_{\alpha_{b}}{ }^{\alpha^{\prime}} \\
& \alpha_{b} ; \dot{\alpha}_{a} \\
& \times D^{\left(j_{a}\right)}\left(A\left(k_{a}\right)^{*}\right)_{\alpha_{a}}{ }^{\alpha a^{\prime}} S\left(K_{b} ; K_{a}\right) . \tag{3}
\end{align*}
$$

The notation is such that

$$
D^{\left(j^{j}\right)}\left(A\left(k_{b}\right)\right)_{\alpha_{b}}^{\alpha_{b}^{\prime}}=\prod_{i=3}^{4} D^{\left(j_{i}\right)}\left(A\left(k_{i}\right)\right)_{\alpha_{i}}^{\alpha_{i}^{\prime}}
$$

and

$$
D^{\left(j_{a}\right)}\left(A\left(k_{a}\right)^{*}\right)_{\alpha a}^{\alpha_{a}^{\prime}}=\prod_{i=1}^{2} D^{\left(j_{i}\right)}\left(A\left(k_{i}\right)^{*}\right)_{\alpha_{i}}^{\dot{\alpha}_{i}^{\prime}} .
$$

According to the spinor calculus convention introduced in Appendix A, each of the raised indices on the transformation matrices is summed with the corresponding $S$-matrix index, and dots are introduced over incoming spin indices to indicate that they transform like the complex conjugate of outgoing ones. Here $\Lambda=\Lambda\left(A, A^{*}\right) \in L_{+}^{\dagger}$, where, as explained in Appendix A, $A$ is a matrix in $S L(2, C)$ and $A\left(k_{i}\right)$, defined by (A11), is the matrix in $S U(2)$ corresponding to the "Wigner rotation" in (A10). We have adopted the convention $\Lambda K_{i}=\left(\Lambda k_{i}, t_{i}\right)$.

## B. The $M$ Functions

The fact that the spin transformation matrices in (3) depend on the 4 -momenta of the particles leads to "kinematical" singularities in the 4 -momenta when one analytically continues such an expression out of the physical region of the original process. This, in turn, leads to somewhat complicated crossing relations between the amplitudes for the various physical processes that are connected by analytic continuation. To simplify the crossing, analytic, and Lorentz transformation properties, it is convenient to introduce the spinor amplitudes, or $M$ functions. ${ }^{14-17}$
The $M$ functions with lower undotted spinor indices assigned to outgoing particles and lower dotted indices to incoming particles are defined by

$$
\begin{align*}
& M\left(K_{b} ; K_{a}\right)= D^{\left(j_{b}\right)}\left(\mathcal{B}\left(k_{b}\right)\right)_{\alpha_{b}}{ }^{\alpha_{0}^{\prime}} \\
& \alpha_{b} ; \dot{\alpha}_{a} \\
& \times D^{(j a)}\left(\mathcal{B}^{*}\left(k_{a}\right)\right)_{\alpha_{a}}{ }^{\alpha \alpha^{\prime}} S\left(K_{b} ; K_{a}\right),  \tag{4}\\
& \alpha_{b}^{\prime} ; \dot{\alpha}_{a}^{\prime}
\end{align*}
$$

where $\mathfrak{B}\left(k_{i}\right)$, defined in (A9), is the Hermitian matrix in $S L(2, C)$ corresponding to the Hermitian "boost" $L\left(k_{i}\right)$ in (A8) that carries $\vec{k}_{i}=\left(m_{i}, 0\right)$ into $k_{i}$. Then, using $\Lambda=\Lambda\left(A, A^{*}\right)$, we easily verify the following
simple covariance property from (3), (4), and (A11):

$$
\begin{gather*}
M\left(\Lambda K_{b} ; \Lambda K_{a}\right)=D^{\left(j_{b}\right)}(A)_{\alpha_{b}}^{\alpha_{j}^{\prime}} D^{\left(j_{a}\right)}\left(A^{*}\right)_{\alpha_{a}}^{\alpha_{a}^{\prime}} M\left(K_{b} ; K_{a}\right) . \\
\alpha_{b} ; \dot{\alpha}_{b}^{\prime} ; \dot{\alpha}_{a}^{\prime} \tag{5}
\end{gather*}
$$

One can use instead the $M$ functions with all lower undotted indices. It may be verified from (5), (A4), and

$$
\begin{gather*}
M\left(K_{b} ; K_{a}\right)=D^{\left(j_{a}\right)}\left(\sigma \cdot k_{a} C^{-1} / m_{a}\right)_{\alpha_{a}}^{\alpha_{a}} M\left(K_{b} ; K_{a}\right)  \tag{6}\\
\alpha_{b} ; \alpha_{a} ; \dot{\alpha}_{a}^{\prime}
\end{gather*}
$$

that

$$
\begin{array}{cc}
M\left(\Lambda K_{b} ; \Lambda K_{a}\right)=D^{(j b)}(A)_{\alpha_{b}}^{\alpha_{b}} D^{\left(j_{a}\right)}(A)_{\alpha_{a}}^{\alpha_{a}{ }^{\prime}} M\left(K_{b} ; K_{a}\right) . \\
\alpha_{b} ; \alpha_{a}^{\prime} ; \alpha_{a}^{\prime} \tag{7}
\end{array}
$$

The choice of index type has no effect on the physics or on the analytic properties. The matrix that transforms a particular spinor index from one type to another is a holomorphic function of that particle's 4 -momentum.
For a given process, $M\left(K_{b} ; K_{a}\right)$, where we suppress the spinor indices, is expressed as a sum of a "noscattering" part $M^{n s}\left(K_{b} ; K_{a}\right)$ and a "connected part" ${ }^{18}$

$$
\begin{equation*}
M^{\circ}\left(K_{b} ; K_{a}\right)=i \delta^{4}\left(k_{1}+k_{2}-k_{3}-k_{4}\right) M^{c}\left(K_{b} ; K_{a}\right) . \tag{8}
\end{equation*}
$$

Equation (8) defines $M^{c}$ functions that are free of conservation delta functions. To avoid specifying spinor index types, one may write their physical region covariance properties, of which (5) and (7) are particular examples, in the form

$$
\begin{equation*}
M^{c}\left(\Lambda\left(A, A^{*}\right) K\right)=\Lambda_{s}\left(A, A^{*}\right) M^{c}(K) \tag{9}
\end{equation*}
$$

where $K=\left(K_{b} ; K_{a}\right)$. The $M^{c}$ functions are said to be $L_{+}^{\dagger}$ covariant in the physical region of the process $t_{1}+t_{2} \rightarrow t_{3}+t_{4}$. If all four particles are spinless, then $\Lambda_{s}\left(A, A^{*}\right) \equiv I$ on the right-hand side of (9) and the single $M^{c}$ function is said to be $L_{+}^{\dagger}$ invariant in the given physical region.

## III. PROPERTIES IN COMPLEX FOURMOMENTA SPACE

## A. Stapp's Theorem

Let $K_{3}$ denote the set of points $k=\left\{k_{1}, k_{2}, k_{3}, k_{4}\right\}$ in complex 4 -vector space that satisfy the four massshell constraints $k_{i} \cdot k_{i}=\left(m_{i}\right)^{2}>0$ and the four conservation-law constraints $k_{1}+k_{2}=k_{3}+k_{4}$. The $M^{c}$ functions defined by (8) are assumed in $S$-matrix theory to be analytic functions over $\pi_{3}$ except for dynamical singularities. ${ }^{10,14,19}$ The set $K_{3}$ is a subset of the space of four complex 4 -vectors. The notion of analyticity on such a subset is a standard mathematical concept. ${ }^{20}$

As usual we use the term holomorphic to designate the property of being analytic and single valued. A domain is a connected open set, and, for our purposes, it is sufficient to regard the "domain of holomorphy" of a function as a union of sheets, a sheet being the maximum domain whose points map one-to-one onto points in $K_{3}{ }^{21}$ The sheets may overlap; in fact, the boundaries of the sheets are somewhat arbitrary, and any point on the domain of holomorphy lies on the interior of some sheet. One does not include poles and branch points on any sheet, even though it is customary in physics to speak of a pole as lying on a particular sheet when it lies on the boundary of that sheet.

For a given scattering process there is an $M^{c}$ function corresponding to each combination of values of the spinor indices. Following Stapp, ${ }^{10.11}$ we define the domain of regularity $\mathcal{R}$ of this set of $M^{c}$ functions to be the intersection of their domains of holomorphy; i.e., $\mathcal{R}$ is the largest (multisheeted) domain to which all of these $M^{c}$ functions can be simultaneously analytically continued. The $M^{c}$ functions are known to be $L_{+}^{\dagger}$ covariant [see Eq. (9)] at points lying in the physical region for which they were originally defined, but what can be said about covariance at other points on $\mathcal{K}$ ? Before stating Stapp's theorem, which gives a precise answer to our question, we require a few definitions.

A set of tensor-valued functions $F(k)$ is said to be $\mathcal{L}_{+}$covariant on a set of points $S \in \mathcal{K}_{3}$ if

$$
\begin{equation*}
F(\Lambda(A, B) k)=\Lambda_{s}(A, B) F(k), \tag{10}
\end{equation*}
$$

whenever $k$ and $\Lambda(A, B) k$ are in $\mathcal{S}$. As explained in Appendix A, the matrices $A$ and $B$ are in $S L(2, C)$ and $\Lambda(A, B) \in \mathcal{L}_{+}$, the group of proper complex Lorentz transformations. The notation on the righthand side of (10) indicates that the matrix $D^{\left(j_{i}\right)}(A)$ acts from the left on the $i$ th spinor index of $F(k)$ if it is a lower undotted one, whereas the matrix $D^{\left(i_{i}\right)}(B)$ acts on it from the left if it is a lower dotted one.

The $\mathcal{L}_{+}$orbit, $\mathcal{L}_{+} k$, of any point $k \in \mathcal{K}_{3}$ is the set of all points $\Lambda k=\left\{\Lambda k_{1}, \cdots, \Lambda k_{4}\right\}$ obtained by letting $\Lambda \in \mathbb{C}_{+}$take on all possible values.

Stapp's Theorem ${ }^{10,11,22}$ : Let the $M^{c}$ functions for a given process be $L_{+}^{\dagger}$ covariant and holomorphic on a real open connected set in $\varkappa_{3}$ corresponding to physical points. Then the domain of regularity $\mathfrak{R}$ of these $M^{c}$ functions has the following properties:

S1. $\mathcal{R}$ is a union of $\mathcal{L}_{+}$-invariant sheets $\mathcal{U}_{a}$; i.e., if the image in $K_{3}$ of a sheet $\mathcal{U}_{a}$ contains a point $k$, then this image contains all points on $£_{+} k$.

S2. The $M^{c}$ functions are $\mathcal{C}_{+}$covariant on each sheet $\mathcal{U}_{a}$. That is, if the image in $\kappa_{3}$ of a sheet $\mathcal{U}_{a}$ contains a point $k$, then

$$
\begin{equation*}
M^{c}(\Lambda(A, B) K)=\Lambda_{s}(A, B) M^{c}(K) \tag{11}
\end{equation*}
$$

for each $\Lambda(A, B) \in \mathcal{L}_{+}$.
S3. Any bounded connected set of physical points on $\mathcal{R}$ is contained in some single $\mathcal{L}_{+}$-invariant sheet $\mathfrak{U}_{a}{ }^{23}$

For a process involving four spinless particles, one may replace $\mathfrak{L}_{+}$covariant by $\mathscr{L}_{+}$invariant in statement S2. A function $F(k)$ is $£_{+}$invariant on a set of points $\delta$ in $\Pi_{3}$ if it satisfies (10) with $\Lambda_{s}(A, B) \equiv I$ whenever $k$ and $\Lambda(A, B) k$ are in $S$.

## B. $\mathscr{L}_{+}$Orbits in $\kappa_{3}$

We intend to investigate the constraints that $\mathcal{L}_{+}$ covariance, as specified by Stapp's theorem, imposes at certain points on the domain of regularity of the $M^{c}$ functions. But first we need some properties of points $k$ in $K_{3}$ and their $\mathfrak{C}_{+}$orbits.

At any point $k=\left\{k_{1}, \cdots, k_{4}\right\}$ in $\varkappa_{3}$ we may define the scalar invariants $k_{i} \cdot k_{j}$. For the case of an arbitrary number of particles, one should also consider the pseudoscalar invariants formed by contracting the completely antisymmetric tensor $\epsilon^{\mu \nu \lambda \rho}$ with the 4momenta. The invariants taken together are then referred to as $\mathfrak{L}_{+}$invariants, since they are invariant under any $\Lambda \in \mathcal{E}_{+}$, while the scalars alone are referred to as $\mathfrak{L}$ invariants, since they are invariant under any $\Lambda \in \mathcal{L}=\mathcal{L}_{+} \cup \mathcal{L}_{-}$, where $\mathcal{L}_{-}$is the set of improper Lorentz transformations. In the case under consideration, the pseudoscalars vanish identically because 4-momentum conservation allows at most three of the momenta to be linearly independent at any point. Consequently, it makes no difference whether we refer to two distinct points as having the same $\mathcal{L}_{+}$invariants or the same $£$ invariants, and we will use the former of these two terms.

All points on the same $\mathfrak{L}_{+}$orbit have the same $\mathfrak{L}_{+}$ invariants. But one cannot always specify orbits by the values of their invariants, since two distinct points with the same $\mathfrak{L}_{+}$invariants do not necessarily lie on the same $£_{+}$orbit, as will be discussed below.

Let $n$ be the number of linearly independent vectors at the point $k=\left\{k_{1}, \cdots, k_{4}\right\}$, where the vectors are ordered so that the first $n$ are linearly independent. Because of 4 -momentum conservation, $n \leq 3$, and, because the mass shell condition prevents the 4 momenta from vanishing identically, $n \geq 1$. Let us
define the Gram determinant

$$
G\left(k_{1}, k_{2}, k_{3}\right)=\operatorname{det}\left(\begin{array}{ccc}
\left(m_{1}\right)^{2} & k_{1} \cdot k_{2} & k_{1} \cdot k_{3}  \tag{12}\\
k_{2} \cdot k_{1} & \left(m_{2}\right)^{2} & k_{2} \cdot k_{3} \\
k_{3} \cdot k_{1} & k_{3} \cdot k_{2} & \left(m_{3}\right)^{2}
\end{array}\right)
$$

and let $r$ be the rank of this determinant at the point $k$. Hall and Wightman ${ }^{12}$ gave the following relationship between the rank of the Gram determinant at any point and the number of linearly independent 4 vectors at that point.

| $r$ | $n$ |
| :---: | :---: |
| 3 | 3 |
| 2 | 2 or 3 |
| 1 | 1 or 2 |

The possibility of having $n>r$ is, as will also be seen below, a consequence of the fact that one can have complex lightlike vectors in the space orthogonal to the first $n$ vectors when $n<3$.
From the considerations of Hall and Wightman regarding the properties of complex 4 -vectors, we can make the following remarks about points and orbits in $K_{3}$.

H1. (a) At any $r=n=3,2$, or 1 point, one can write

$$
\begin{equation*}
k_{i}=\sum_{j=1}^{r} \mathcal{A}_{i j} k_{j}, \quad \text { for } \quad i=r+1, \cdots, 3 \tag{13}
\end{equation*}
$$

where the $\mathcal{A}_{i j}$ are finite scalar coefficients. (Recall that the first $r=n$ vectors are linearly independent at the given point and that $k_{4}$ is globally determined by 4 -momentum conservation.)
(b) If $k$ and $k^{\prime}$ are any two $r=n$ points with the same $\mathfrak{L}_{+}$invariants, they lie on the same $£_{+}$orbit.

H2. (a) There exist $r=2, n=3$ points with the same $\mathscr{L}_{+}$invariants as any given $r=n=2$ point. For example, consider the point $k$ determined by (13) with $r=2$. In the space orthogonal to the two linearly independent vectors $k_{1}$ and $k_{2}$, one may define unit vectors $\hat{e}^{1}$ and $\hat{e}^{2}$ such that $\hat{e}^{i} \cdot \hat{e}^{j}=-\delta_{i j}$. Then define

$$
\begin{equation*}
\omega_{ \pm}=\hat{e}^{1} \pm i \hat{e}^{2} \tag{14}
\end{equation*}
$$

It follows that $\omega_{ \pm} \cdot k_{1}=\omega_{ \pm} \cdot k_{2}=\omega_{ \pm} \cdot \omega_{ \pm}=0$. Now consider two points $k^{(+)}$and $k^{(-)}$such that $k^{( \pm)}=$ $\left\{k_{1}, k_{2}, k_{3}{ }^{( \pm)}, k_{4}^{( \pm)}\right\}$, where

$$
\begin{equation*}
k_{3}{ }^{( \pm)}=k_{3}+C \omega_{ \pm}=\sum_{i=1}^{2} \mathcal{A}_{3 i} k_{i}+C \omega_{ \pm} \tag{15}
\end{equation*}
$$

Here $k_{1}, k_{2}$, and $k_{3}$ are the same as for the $r=n=2$ point in (13), while $C \neq 0$ is an arbitrary real or complex number. The points $k^{(+)}$and $k^{(-)}$are two distinct $n=3$ points with the same $\mathcal{L}_{+}$invariants as the $r=n=2$ point obtained by putting $C=0$ in (15). They are related by an improper Lorentz transformation that changes $\omega_{+}$into $\omega_{-}$, while leaving $k_{1}$ and $k_{2}$ the same.
(b) The points $k^{(+)}$and $k^{(-)}$determined by (15) and the $r=n=2$ point obtained by putting $C=0$ in that equation all lie on different $\mathbb{Q}_{+}$orbits. Any other $r=2, n=3$ point with the same $\mathfrak{L}_{+}$invariants lies on either the $\mathcal{L}_{+}$orbit of $k^{(+)}$or the $\mathcal{L}_{+}$orbit of $k^{(-)}$. Any point on one of these two orbits is related to any point on the other by means of an improper Lorentz transformation. As a consequence of $\mathrm{Hl}(\mathrm{b})$, we may state that, for any set of values of the $\mathfrak{L}_{+}$invariants for which the rank of the Gram determinant is 2 , there exist three different $\mathcal{L}_{+}$orbits.
(c) Consider the limit $C \rightarrow 0$ in (15), which yields an $r=n=2$ point with the same $\mathfrak{L}_{+}$invariants. This means that any neighborhood of an $r=n=2$ point contains points of every $r=2, n=3$ orbit with the same $\mathfrak{L}_{+}$invariants.

H3. (a) Similar remarks enable one to construct an infinite number of $r=1, n=2$ orbits with limit points on a given $r=n=1$ orbit. In this case, however, any two $r=1, n=2$ points related by an improper Lorentz transformation lie on the same $\mathfrak{L}_{+}$orbit.
(b) The occurrence of $r=1$ points in $K_{3}$ is possible only if the sum of some of the masses equals the sum of the others. This follows from the conservation of energy and the fact that every $r=n=1$ orbit contains a point of the form $k_{i}=\left( \pm m_{i}, 0\right)$ for all $k_{i} \in k$.

H4. We define the little group $\Theta_{+}(k)$ of a point $k$ to be the set of proper complex Lorentz transformations that leave $k$ invariant; i.e., $\Lambda \in \mathcal{G}_{+}(k) \rightarrow \operatorname{det} \Lambda=1$ and $\Lambda k=k$. At any point $k$ with $n=3$, the only matrix in $\mathcal{G}_{+}(k)$ is the unit matrix. However, if $r=n \leq 2, \Im_{+}(k)$ is an infinite set.

## C. The $I_{+}$-Saturated Kernel of the Domain of Regularity

We emphasize the fact that to a given point $k \in \Pi_{3}$ there can correspond many points on the domain of regularity $\mathcal{R}$ of the $M^{c}$ functions for a given process, although at most one point on any sheet $\mathcal{U}_{a} \subset \mathcal{R}$. In the remainder of this paper, when we speak of a point $k$ with certain values of $r$ and $n$ lying on $\mathcal{R}$, we actually mean a point on $\mathcal{R}$ whose image $k$ in $\mathcal{K}_{3}$ has these values of $r$ and $n$.

Thus Stapp's theorem in Part A of this section says essentially that (a) $\mathcal{R}$ is a union of $\mathfrak{L}_{+}$orbits, i.e., if a point $k$ lies on $\mathcal{R}$, there is an $\mathfrak{E}_{+}$orbit $£_{+} k$ that lies on $\mathcal{R}$ and contains the given point, and (b) the $M^{c}$ functions are $\mathfrak{£}_{+}$covariant on $\mathfrak{R}$, i.e., the $M^{c}$ functions at any two points $k$ and $\Lambda(A, B) k$ on the same $\mathfrak{L}_{+}$orbit on $\mathcal{R}$ are related by (11). [If all four particles are spinless, the $M^{c}$ function is $\mathcal{L}_{+}$invariant on $\mathcal{R}$, i.e., $\Lambda_{s}(A, B) \equiv I$ in (11).]
If an $r=n<3$ point $k^{\prime}$ lies on $\mathcal{R}$, then every $r \neq n$ orbit for which it is a limit point lies on $\mathfrak{R}$. This is because there is some full neighborhood $\mathcal{N}$ in $\mathcal{K}$ of the point such that there is a one-to-one mapping between points in $\mathcal{N}$ and points in a neighborhood $N\left(k^{\prime}\right) \in$ $\varkappa_{3}$-according to H.2(c) and H.3(a), $N\left(k^{\prime}\right)$ contains points of every $r \neq n$ orbit in $\Pi_{3}$ for which the $r=n$ point $k^{\prime} \in N\left(k^{\prime}\right)$ is a limit point. By Stapp's theorem $\mathfrak{R}$ must contain the full $\mathfrak{L}_{+}$orbit of any point in $\mathcal{N}$.

If an $r \neq n$ point lies on $\mathcal{R}$, the $r=n$ limit points of its $\mathcal{L}_{+}$orbit do not necessarily lie on $\mathcal{R} .^{1}$ The $I_{+}$-saturated kernel $\mathcal{R}^{(+)}$of $\mathcal{R}$ is the subset obtained by deleting from $\mathcal{K}$ all $r \neq n$ orbits whose $r=n$ limit points do not lie on $\mathfrak{R}{ }^{1.5 .11}$ All physical points on $\mathcal{K}$ lie on $\mathcal{R}^{(+)}$because their image in $K_{3}$ is real and the construction in (14) and (15) shows that $r \neq n$ points in $K_{3}$ are always complex.
In the remainder of this paper the symbol $\mathcal{U}_{a}{ }^{(+)}$ designates the set $\mathcal{U}_{a} \cap \mathfrak{R}^{(+)}$, where $\mathcal{U}_{a}$ is some $\mathcal{L}_{+}$invariant sheet on $\mathfrak{R}$; i.e., $\mathfrak{U}_{a}{ }^{(+)}$is the set obtained by deleting from $\mathcal{U}_{a}$ all $r \neq n$ orbits whose $r=n$ limit points do not lie on $\mathcal{R}$. We refer to ${ }^{\prime} \mathrm{U}_{a}{ }^{(+)}$as the $I_{+}$-saturated kernel of the $\mathcal{L}_{+}$-invariant sheet $\mathcal{U}_{a} .{ }^{25}$

## D. Kinematical Restrictions

The number of $M^{c}$ functions for a given process is the same as the number of different combinations of values of the spinor indices. This is given by

$$
\begin{equation*}
N=\prod_{i=1}^{4}\left(2 j_{i}+1\right) \tag{16}
\end{equation*}
$$

Equation (16) gives the number of independent scattering experiments at a fixed physical value of the 4-momenta, at least on a dense subset of the physical points. Of course, for the $M^{c}$ functions under consideration discrete symmetries can lead to a relation between the results of various experiments, so that the number that are independently determined are less than the number in (16). Such restrictions will be ignored in this section and will be the concern of the next one.

We will show that, at any point on $\mathcal{R}^{(+)}$at which the rank of the Gram determinant is less than $3, \mathfrak{L}_{+}$ covariance leads to linear relationships between the $M^{c}$
functions; i.e., there are kinematical restrictions at such a point. ${ }^{26}$ For any $r=n=2$ point $k$ on $\mathcal{R}$, this statement follows by letting $\Lambda(\bar{A}, \bar{B})$ be a matrix in the little group, $\mathscr{G}_{+}(k)$, defined in remark H4. Then the $\mathcal{L}_{+}$covariance relation (11) becomes

$$
\begin{equation*}
M^{c}(K)=\Lambda_{\mathrm{a}}(\bar{A}, \bar{B}) M^{c}(K) \tag{17}
\end{equation*}
$$

We also find kinematical restrictions at any $r=2$, $n=3$ point lying on $\mathcal{R}^{(+)}$. The trivial extension of our results to $r=1$ points will not be needed in this paper.
We restrict our attention to a single point on any given orbit on $\Re^{(+)}$, since the number of $M^{c}$ functions whose values are independent is the same at all points on the orbit. Any $r=n=2$ orbit on $\mathfrak{R}$ contains a point whose image $k \in \Pi_{3}$ is such that each of the vectors $k_{i} \in k$ has no components along the 1 and 2 axes. Then, from (A1),

$$
\sigma \cdot k_{i}=\left(\begin{array}{cc}
\left(k_{i}\right)^{0}+\left(k_{i}\right)^{3} & 0  \tag{18}\\
0 & \left(k_{i}\right)^{0}-\left(k_{i}\right)^{3}
\end{array}\right), \quad i=1, \cdots, 4 .
$$

Let us now make the following choice for the matrices $\bar{A}$ and $\bar{B} \in S L(2, C)$, where $\lambda$ is any complex parameter:

$$
\begin{align*}
& \bar{A}=\left(\begin{array}{cc}
\exp (-\lambda / 2) & 0 \\
0 & \exp (\lambda / 2)
\end{array}\right),  \tag{19a}\\
& \bar{B}=\left(\begin{array}{cc}
\exp (\lambda / 2) & 0 \\
0 & \exp (-\lambda / 2)
\end{array}\right) . \tag{19b}
\end{align*}
$$

From (A2), it follows that $\Lambda(\bar{A}, \bar{B}) k_{i}=k_{i}$ for all $i=1, \cdots, 4$, when $k$ is a point in $\kappa_{3}$ of the form in (18), so that $\Lambda(\bar{A}, \bar{B})$ belongs to the little group $\Theta_{+}(k)$.

Because of (A3), we have

$$
\begin{align*}
& D^{\left(j_{i}\right)}(\bar{A})=\exp \left(-\lambda J_{3}^{\left(j_{i}\right)}\right),  \tag{20a}\\
& D^{\left(j_{i}\right)}(\bar{B})=\exp \left(\lambda J_{3}^{\left(j_{i}\right)}\right) . \tag{20b}
\end{align*}
$$

Suppose that the particles are ordered so that the first $l$ have lower undotted spinor indices and the remaining $4-l$ have lower dotted ones, the assignment of index types to individual particles being completely arbitrary. Then, because of (17) and (20), we have, at any point $k$ of the form (18) lying on $\mathcal{R}$,

$$
\begin{equation*}
\underset{(\alpha)(\dot{\beta})}{M^{c}(K)}=\exp \left[-\lambda\left(\sum_{s=1}^{\imath} \alpha_{s}-\sum_{t=l+1}^{4} \beta_{t}\right)\right]{ }_{(\alpha)(\hat{\beta})}^{M^{c}(K)} \tag{21}
\end{equation*}
$$

where $(\alpha)=\alpha_{1} \cdots \alpha_{l}$, and $(\dot{\beta})=\dot{\beta}_{l+1} \cdots \dot{\beta}_{4}$, are not to be confused with the outgoing and incoming spinor indices of the preceding section. Equation (21) requires that

$$
\begin{equation*}
\underset{(\alpha)(\dot{\beta})}{M^{c}(K)}=0 \quad \text { if } \quad \sum_{s} \alpha_{s}-\sum_{t} \beta_{t} \neq 0 \tag{22}
\end{equation*}
$$

Therefore, the $M^{c}$ functions have "kinematical zeros" at any such point. At other $r=n=2$ points the relationship among the values of the $M^{c}$ functions, as given by (17), will be more complicated, but the number of such linear relationships will be the same as the number of "zeros" in (22). It is convenient to continue to use the term "kinematical zeros" to refer to the restrictions at these latter points.

Now consider any $r=2, n=3$ orbit on $\mathfrak{R}^{(+)}$for which the $r=n=2$ point $k$ on $\mathcal{R}$ that we have just considered is a limit point. There is a point on the orbit whose image $k^{(+)}$or $k^{(-)}$in $K_{3}$ is such that each vector $k_{i}^{( \pm)} \in k^{( \pm)}$has the form $k_{i}^{( \pm)}=k_{i}+C_{i} \omega_{ \pm}$, where $k_{i}$ is given by (18), $C_{i}$ is a real or complex number, and $\omega_{ \pm}=\hat{e}^{1} \pm i \hat{e}^{2}$ is a complex lightlike
vector in the space orthogonal to the $k_{i}$. Choosing the real spacelike vectors $\hat{e}^{1}$ and $\hat{e}^{2}$ to be parallel to the 1 and 2 axes respectively, we have from (18) and (A1)

$$
\sigma \cdot k_{i}^{( \pm)}=\left(\begin{array}{cc}
\left(k_{i}\right)^{0}+\left(k_{i}\right)^{3} & (1 \pm 1) C_{i}  \tag{23}\\
(1 \mp 1) C_{i} & \left(k_{i}\right)^{0}-\left(k_{i}\right)^{3}
\end{array}\right)
$$

Using $\Lambda(\bar{A}, \bar{B})$ defined by (19) and (A2), but restricting ourselves to real values of $\lambda$, we find that

$$
\begin{equation*}
\lim _{\lambda \rightarrow \pm \infty} \Lambda(\bar{A}, \bar{B}) k_{i}^{( \pm)}=k_{i}, \quad i=1, \cdots, 4 \tag{24}
\end{equation*}
$$

with $k_{i}$ given by (18). Since the $M^{c}$ functions are continuous at the point $k$ on $\mathfrak{R}$, we have, using (11), (20), (24), and the obvious notation $K_{i}^{( \pm)}=\left(k_{i}^{( \pm)}, t_{i}\right)$,

$$
\begin{equation*}
\lim _{\lambda \rightarrow \pm \infty} \underset{(\alpha)(\dot{\beta})}{M^{c}\left(\Lambda(\bar{A}, \bar{B}) K^{( \pm)}\right)}=\underset{(\alpha)(\dot{\beta})}{M^{c}(K)}=\lim _{\lambda \rightarrow \pm \infty} \exp \left[-\lambda\left(\sum_{s} \alpha_{s}-\sum_{t} \beta_{t}\right)\right] \underset{(\alpha)(\dot{\beta})}{M^{c}\left(K^{( \pm)}\right)} \tag{25}
\end{equation*}
$$

In particular, (25) implies that

$$
\begin{align*}
M^{c}\left(K^{( \pm)}\right) & =M^{c}(K)(\alpha)(\dot{\beta}) \tag{26}
\end{align*} \underset{(\alpha)(\dot{\beta})}{\text { if }} \quad \sum_{s} \alpha_{s}=\sum_{t} \beta_{t}
$$

Furthermore, for the limit in (25) to be consistent with the result in (22) for the $r=n=2$ point $k$ on $\mathfrak{R}$, we must have

$$
\begin{align*}
& M^{c}\left(K^{(+)}\right)=0 \quad \text { if } \quad \sum_{s} \alpha_{s}<\sum_{t} \beta_{t}  \tag{27a}\\
& (\alpha)(\dot{\beta})  \tag{27b}\\
& M^{c}\left(K^{(-)}\right)=0 \quad \text { if } \quad \sum_{s} \alpha_{s}>\sum_{t} \beta_{t}
\end{align*}
$$

However, there is no kinematical restriction on the values of the $M^{c}$ functions with $\sum_{s} \alpha_{s}>\sum_{t} \beta_{t}$ at a
point on $\mathfrak{R}^{(+)}$whose image in $\mathbb{K}_{3}$ is $k^{(+)}$and no such restriction on those with $\sum_{s} \alpha_{s}<\sum_{t} \beta_{t}$ at a point whose image is $k^{(-)}$. Either of Eqs. (27) is therefore sufficient to determine the number of kinematical zeros at an $r=2, n=3$ point on $\mathfrak{R}^{(+)}$, this number being exactly half the number given by (22) for an $r=n=2$ point on $\mathfrak{R} .{ }^{27}$

By adding up the number of $M^{c}$ functions not restricted by (22) or (27), we get the number of such functions whose values are free of kinematical constraints at any $r=2$ point on $\mathcal{R}^{(+)}$. The result is given in Table I, which is actually valid for $M^{c}$ functions with any number of particles, but for which at most four have spin. ${ }^{4}$

Table I. Number of independent $M^{c}$ functions at an $r=2$ point. These results are valid for the case when at most four particles have spins, although the total number of particles can be arbitrary, and are valid on the $I_{+}$-saturated kernel of the domain of regularity. Here $r=$ rank of Gram determinant. We take $j_{1}+j_{2}$ and $j_{3}+j_{4}$ both to be integers, with $j_{1}+j_{2} \geq j_{3}+j_{4}$ and $j_{1} \geq j_{2}, j_{3} \geq j_{4}$.

Number of linearly independent 4-vectors, $n$

$$
n=2 \quad n=3
$$

$$
\begin{array}{cc}
\text { Case I } & \left(2 j_{2}+1\right)\left(2 j_{3}+1\right)\left(2 j_{4}+1\right) \\
j_{1}-j_{2} \geq j_{3}+j_{4} & \left(j_{1}+1\right)\left(2 j_{2}+1\right)\left(2 j_{3}+1\right)\left(2 j_{4}+1\right)
\end{array}
$$

| Case II |  |  |
| :---: | :---: | :---: |
| $j_{3}+j_{4} \geq j_{1}-j_{2}$ | $\left(2 j_{2}+1\right)\left(2 j_{3}+1\right)\left(2 j_{4}+1\right)$ | $\left(j_{1}+1\right)\left(2 j_{2}+1\right)\left(2 j_{3}+1\right)\left(2 j_{4}+1\right)$ |
| $j_{1}-j_{2} \geq j_{3}-j_{4}$ | $-\frac{t}{3}\left(j_{2}+j_{3}+j_{4}-j_{1}\right)\left(j_{2}+j_{3}+j_{4}-j_{1}+1\right)$ | $-\frac{1}{6}\left(j_{2}+j_{3}+j_{4}-j_{1}\right)\left(j_{2}+j_{3}+j_{4}-j_{1}+1\right)$ |
|  | $\times\left(j_{2}+j_{3}+j_{4}-j_{1}+2\right)$ | $\times\left(j_{2}+j_{3}+j_{4}-j_{1}+2\right)$ |

Case III

$$
\begin{array}{ll}
j_{3}-j_{4} \geq j_{1}-j_{2} \quad & \left(2 j_{4}+1\right)\left[\left(2 j_{2}+1\right)\left(2 j_{3}+1\right)\right. \\
& -\frac{4}{3} j_{4}\left(j_{4}+1\right)-\left(j_{2}+j_{3}-j_{4}-j_{1}\right) \\
& \left.\times\left(j_{2}+j_{3}+j_{4}-j_{1}+1\right)\right]
\end{array}
$$

$\left(2 j_{4}+1\right)\left[\left(j_{1}+1\right)\left(2 j_{2}+1\right)\left(2 j_{3}+1\right)\right.$
$-\frac{2_{3}^{3}}{j_{4}} j_{4}\left(j_{4}+1\right)-\frac{1}{2}\left(j_{2}+j_{3}-j_{4}-j_{1}\right)$
$\left.\times\left(j_{2}+j_{3}+j_{4}-j_{1}+1\right)\right]$

## IV. DISCRETE SYMMETRIES

A. Identical Particles, $P C T, P, T$, and $C$

In this section we determine the number of independent $M^{c}$ functions at various points on $\mathfrak{R}^{(+)}$if the functions have definite signature under the discrete symmetry operations. The main object is to establish the results at points where the number of linearly independent momenta $n$ is 3 , but the rank of the Gram determinant $r$ is 2 . The understanding derived from this discussion leads to the results of the following section.

Invariance under $P C T$ and the connection between spin and statistics are both consequences of the basic principles of $S$-matrix theory ${ }^{19}$ and of field theory. ${ }^{24.28}$ In terms of the connected parts of the $S$ matrix in canonical form, the $P C T$ identity reads
$\begin{array}{rr}P C T: & S^{c}\left(K_{b} ; K_{a}\right)=\eta_{P C T} \prod_{i=1}^{4} D^{\left(j_{i}\right)}(C)_{\alpha_{i}}{ }^{\alpha_{i}{ }^{\prime}} S^{c}\left(\bar{K}_{a} ; \bar{R}_{b}\right), \\ \alpha_{b} ; \dot{\alpha}_{a} & \alpha_{a}^{\prime} ; \dot{\alpha}_{b}^{\prime}\end{array}$
where $\eta_{P C T}$ is a phase factor. Here $R_{i}=\left(k_{i}, \bar{t}_{i}\right)$, with $\dot{t}_{i}=\left(m_{i}, j_{i},-q_{i}\right)$ indicating an antiparticle. The spin-statistics connection states that exchanging the order of the momentum variables and spin components of any two identical initial or any two identical final particles of spin $j$ changes the sign of the scattering function by $(-1)^{2 j}$.

The assumption that transition probabilities are invariant under a change of direction of all spatial components of the 4 -momenta leads to the relation

$$
\begin{align*}
P: & S^{c}\left(K_{b} ; K_{a}\right)=\eta_{p} S^{c}\left(\widetilde{K}_{b} ; \widetilde{K}_{a}\right)  \tag{29}\\
\alpha_{b} ; \dot{\alpha}_{a} & \alpha_{b} ; \dot{\alpha}_{a}
\end{align*}
$$

in the physical region of the process $t_{1}+t_{2} \rightarrow t_{3}+t_{4}$. Here $\tilde{K}_{i}=\left(\tilde{k}_{i}, t_{i}\right)$, with $\tilde{k}_{i}=\left(k_{i}^{0},-\mathbf{k}_{i}\right)$, and $\eta_{p}=$ $\pm 1$, the "process intrinsic parity," is the product of the "particle intrinsic parities" of the particles occurring in the process. ${ }^{29}$

It is straightforward to show that if transition probabilities are invariant under time reversal, which involves exchanging initial and final states and changing the sign of all three vectors, one has for physical points
$T$ :

$$
\begin{array}{cc}
S^{c}\left(K_{b} ; K_{a}\right)=\eta_{T} D^{\left(j_{a}\right)}(C)_{\alpha_{a}}{ }^{\alpha_{a}^{\prime}} D^{\left(j_{b}\right)}(C)_{\alpha_{b}}^{\alpha_{b}{ }^{\prime}} S^{c}\left(\tilde{K_{\alpha}} ; \widetilde{K_{b}}\right),  \tag{30}\\
\alpha_{b} ; \dot{\alpha}_{a}^{\prime} & \alpha_{a}^{\prime} ; \dot{\alpha}_{b}^{\prime}
\end{array}
$$

where $\eta_{T}=+1$ is required for an elastic process.
It may happen that $P T$ is a symmetry, even if $P$ and $T$ are not. Then the $P C T$ identity (28) requires
charge-conjugation invariance,

$$
\begin{array}{cc}
C: & S^{c}\left(K_{b} ; K_{a}\right)=\eta_{C} S^{c}\left(\bar{K}_{b} ; \bar{K}_{a}\right) .  \tag{31}\\
\alpha_{b} ; \dot{\alpha}_{a} & \alpha_{b} ; \dot{\alpha}_{a}
\end{array}
$$

The relevant symmetry relations for $M^{c}$ functions with spinor indices of the types introduced in (4) and (6) follow easily from (28)-(31) and are given in Table II. If a given symmetry is valid for a certain physical process, it is valid for the analytically continued functions and, consequently, for the processes related by crossing. ${ }^{30}$

## B. Functions with Definite Parity Signature

Even when spatial inversion is not a symmetry of the process under consideration, one can find it useful to decompose the $M^{c}$ functions for two incoming and two outgoing particles into parts having positive and negative parity signature. In the physical region of the process $t_{1}+t_{2} \rightarrow t_{3}+t_{4}$, let us define the functions

$$
\left.\begin{array}{rl}
M_{\epsilon}{ }^{c}\left(K_{b} ; K_{a}\right)= & \frac{1}{2}\left[\begin{array}{c}
M^{c}\left(K_{b} ; K_{a}\right)+\epsilon D^{(j)}\left(\frac{\sigma \cdot k_{b}}{\alpha_{b} ; \alpha_{a}}\right)_{\alpha_{b} \alpha_{b} b^{\prime}} \\
\alpha_{b} ; \alpha_{a}
\end{array}\right. \\
& \times D^{\left(j_{a}\right)}\left(\frac{\sigma \cdot k_{a}}{m_{a}}\right)_{\alpha_{a} \alpha_{a^{\prime}}} \quad M^{c}\left(\tilde{K}_{b} ; \tilde{K}_{b} ; \alpha_{a}^{\prime}\right) \tag{32}
\end{array}\right],
$$

for $\epsilon= \pm 1$. With the aid of (A12) we find that

$$
\begin{align*}
& M_{\epsilon}{ }^{c}\left(K_{b} ; K_{a}\right) \\
& \quad \alpha_{b} ; \alpha_{a} \\
& =\epsilon D^{\left(j_{b}\right)}\left(\frac{\sigma \cdot k_{b}}{m_{b}}\right)_{\alpha_{b} \alpha_{b}^{\prime}} D^{\left(j_{2}\right)}\left(\frac{\sigma \cdot k_{a}}{m_{a}}\right)_{\alpha_{a} \alpha_{a^{\prime}}} M_{\epsilon}{ }^{c}\left(\tilde{K}_{b} ; \tilde{K}_{a}\right), \tag{33}
\end{align*}
$$

which indicates that the functions defined by (32) have definite parity signature (see Table II).

One may analytically continue the functions $M_{+}^{c}$ and $M_{-}^{c}$ defined by (32) over all of $\mathscr{R}^{(+)}$, and the following decomposition is valid at all points $k$ on that domain:

$$
\begin{array}{cc}
M^{c}\left(K_{b} ; K_{a}\right)=M_{+}{ }^{c}\left(K_{b} ; K_{a}\right)+M_{-}{ }^{c}\left(K_{b} ; K_{a}\right)  \tag{34}\\
\alpha_{b} ; \alpha_{a} & \alpha_{b} ; \alpha_{a}
\end{array}
$$

By comparing (33) and (34) with Table II, we see that if spatial inversion symmetry is valid with $\eta_{p}= \pm 1$, then $M_{\mp}{ }^{c} \equiv 0$.

According to the remarks in Sec. IIIB, the points $k$ and $\tilde{k}$ in the analytically continued relation (33) lie on the same $\mathcal{L}_{+}$orbit on $\mathcal{R}^{(+)}$unless they are $r=2, n=3$ points. If they are $r=2, n=3$ points, then remark H 2 (b) shows that they lie on two different $\mathfrak{L}_{+}$orbits on $\mathfrak{R}^{(+)}$having the same $r=n=2$ limit points. It is well known that $\mathcal{L}_{+}$covariance leads to

Table II. Effect of invariance under various discrete symmetry operations on the $M^{e}$ functions. $N_{a}=$ number of fermions in state $a$.

| Symmetry | $M^{c}\left(K_{b} ; K_{a}\right)$ $M^{c}\left(K_{b} ; K_{a}\right)$ <br> $\alpha_{b} ; \alpha_{a}$ $\alpha_{b} ; \dot{\alpha}_{a}$ |
| :---: | :---: |
| PCT | $=(-1)^{N_{a} \eta_{P C T}} M^{c}\left(\bar{K}_{a} ; R_{b}\right)$ $\begin{aligned} & =(-1)^{N_{a}} \eta_{P C T} M^{c}\left(R_{a} ; R_{0}\right) \\ & =\eta_{P C T} D^{\left(j_{a}\right)}\left(C \frac{\sigma \cdot k_{a}}{\dot{\alpha}_{a}}\right)_{\dot{\alpha}_{a}}{ }^{\alpha_{a}^{\prime}} D^{\left(j_{b}\right)}\left(\frac{\sigma \cdot k_{b}}{m_{b}} C\right)_{\alpha_{b}} \begin{array}{r} \boldsymbol{\alpha}_{b}^{\prime} \\ M^{c}\left(\mathbb{K}_{a} ; R_{b}\right) \\ \alpha_{a}^{\prime} ; \dot{\alpha}_{b}^{\prime} \end{array} \end{aligned}$ |
| $\boldsymbol{P}$ |  |
| $T$ |  |
| PT | $\begin{aligned} &=(-1)^{N_{a} \eta_{P T} M^{c}\left(K_{a} ; K_{b}\right)}=(-1)^{N_{a} \eta_{P T} M^{c}\left(K_{a} ; K_{b}\right)} \\ & \alpha_{a} ; \alpha_{b}=\eta_{P r} D^{j_{a}}\left(C \frac{\tilde{\alpha_{a}} ; \alpha_{b}}{m_{a}}\right)_{\alpha_{a}}^{\alpha_{a}^{\prime}} D^{\left(j_{b}\right)}\left(\frac{\sigma \cdot k_{b}}{m_{b}} C\right)_{\alpha_{b}}^{\alpha_{b}^{\prime}} M^{c}\left(K_{a} ; K_{b}\right) \\ & \alpha_{a}^{\prime} ; \dot{\alpha}_{b}^{\prime} \end{aligned}$ |
| C | $\begin{array}{cr} =\eta_{c} M^{c}\left(\boldsymbol{R}_{i} ; \boldsymbol{R}_{a}\right) & =\eta_{c} \boldsymbol{M}^{c}\left(\mathcal{K}_{b} ; \bar{K}_{a}\right) \\ \alpha_{b} ; \alpha_{a} & \alpha_{b} ; \dot{\alpha}_{a} \end{array}$ |

linear relations between the functions having the same parity signature at all $r=n$ points. We will review this result in order to extend it to $r=2, n=3$ points.

Because of the $D^{\left(j_{i}\right)}\left(\sigma \cdot k_{i} / m_{i}\right)$ matrices that act on the $M_{\epsilon}{ }^{c}$ functions under the parity operation defined by (33), it is much simpler to use the connected parts of the $S$-matrix elements to count the number of independent functions. The $S^{c}$ functions have kinematical singularities arising from the "boost" matrices that relate them to the $M^{c}$ functions, as in (4). These singularities, unlike those of the $M^{c}$ functions, are not Lorentz invariant, so we can always find points on any orbit at which the $S^{c}$ functions are analytic if the $M^{c}$ functions are holomorphic. ${ }^{31}$
By application of the proper boost matrices to (32) and (33), we obtain

$$
\begin{array}{cc}
S_{ \pm}{ }^{c}\left(K_{b} ; K_{a}\right)=\frac{1}{2}\left[S^{c}\left(K_{b} ; K_{a}\right) \pm S^{c}\left(\widetilde{K}_{b} ; \widetilde{K}_{a}\right)\right],  \tag{35}\\
\alpha_{b} ; \dot{\alpha}_{a} ; & \alpha_{b} ; \dot{\alpha}_{a} ; \dot{\alpha}_{a}
\end{array}
$$

where

$$
\begin{gather*}
S_{\epsilon}^{c}\left(K_{b} ; K_{a}\right)=\epsilon S_{\epsilon}^{c}{ }_{\alpha}^{c}\left(\tilde{K}_{b} ; \tilde{K}_{a}\right) .  \tag{36}\\
\alpha_{b} ; \dot{\alpha}_{a} ; \dot{\alpha}_{a}
\end{gather*}
$$

To see the restrictions at $r=n=3$ or $r=n=2$ points on $\mathfrak{R}$, it is best to choose a point $k=\left\{k_{b} ; k_{a}\right\}$
on a given orbit such that all spatial components are normal to the 2 axis; then a rotation of $\pi$ about this axis carries $\tilde{k} \in K_{3}$ into $k$. Since the matrix $A\left(k_{i}\right)$ in (A11) corresponding to the Wigner rotation is equal to $A$ when $A$ is unitary and since the required rotation matrix for $\operatorname{spin} j_{i}$ is now simply the matrix $D^{\left(j_{i}\right)}(C)$ in (A5), Eq. (3) gives us

$$
\begin{array}{cl}
S_{\epsilon}^{c}\left(K_{b} ; K_{a}\right)=\epsilon(-1)^{\sum_{i=1}^{4}\left(j_{i}-\alpha_{i}\right)} S_{\epsilon}{ }^{c}\left(K_{b} ; K_{a}\right) .  \tag{37}\\
\alpha_{b} ; \dot{\alpha}_{a} & -\alpha_{b} ;-\dot{\alpha}_{a}
\end{array}
$$

Equation (37) allows us to conclude that at any $r=3$ point on the domain of regularity of the $M^{c}$ functions, disregarding possible restrictions due to other symmetry operations, the number of $M_{\epsilon}{ }^{c}$ functions whose values are independent is

$$
\begin{equation*}
N_{\epsilon}=\frac{1}{2} \prod_{i=1}^{4}\left(2 j_{i}+1\right) \tag{38}
\end{equation*}
$$

if there are fermions involved in the process. On the other hand, the number is

$$
\begin{equation*}
N_{\epsilon}=\frac{1}{2}\left(\prod_{i=1}^{4}\left(2 j_{i}+1\right)+\epsilon(-1)^{\sum_{i-1}^{1} j_{i}}\right) \tag{39}
\end{equation*}
$$

if all the particles are bosons.

In order to obtain the restrictions at $r=n=2$ points on $\mathcal{R}$, we note that, in terms of the $S_{\epsilon}{ }^{\circ}$ functions, (22) becomes

$$
\begin{align*}
& S_{\epsilon}{ }^{c}\left(K_{b} ; K_{a}\right)=0 \quad \text { if } \quad \alpha_{1}+\alpha_{2} \neq \alpha_{3}+\alpha_{4} .  \tag{40}\\
& \alpha_{b} ; \dot{\alpha}_{a}
\end{align*}
$$

Then (37) restricts the number of $M_{\epsilon}{ }^{c}$ functions whose values are independent to exactly half the number allowed by (40) alone, if some of the particles are fermions, and to that number plus $\frac{1}{2} \epsilon(-1)^{\sum_{i=1}^{4} j_{2}}$, if all the particles are bosons. The number allowed by (40) alone has already been given in Table I.

From remark H2(b) in Sec. III, we know that an $r=2, n=3$ point is related to its spatial inverse only by an improper Lorentz transformation. However, on $\mathfrak{R}^{(+)}$the limit (25) must be valid for the $M_{\epsilon}{ }^{\text {c }}$ functions also and we do get restrictions at $r=2, n=3$ points. In particular, in place of (26) we have

$$
\begin{gather*}
M_{\epsilon}^{c}\left(K_{b} ; K_{a}\right)=M_{\epsilon}{ }^{c}\left(K_{b}^{( \pm)} ; K_{a}^{( \pm)}\right), \text {for } \sum_{i=1}^{4} \alpha_{i}=0,  \tag{41}\\
\alpha_{b} ; \alpha_{a}
\end{gather*}
$$

if $k^{( \pm)}$, as defined by (23), is an $r=2, n=3$ point on $\mathfrak{R}^{(+)}$, and $k$ is an $r=n=2$ limit point of $\mathfrak{E}_{+} k^{( \pm)}$of the form (18).

Similarly, in place of (27) we get

$$
\begin{array}{cc}
M_{\epsilon}{ }^{c}\left(K_{b}^{(+)} ; K_{a}^{(+)}\right)=0 & \text { if } \\
\sum_{i=1}^{4} \alpha_{i}<0,  \tag{42b}\\
\alpha_{b} ; \alpha_{a} \\
M_{\epsilon}^{c}\left(K_{b}^{(-)} ; K_{a}^{(-)}\right)=0 & \text { if } \\
{ }_{\alpha} ; \sum_{i=1}^{4} \alpha_{i}>0,
\end{array}
$$

but there are no restrictions on the components not accounted for by (41) or (42).

By inspection of (41), we see that at the $r=2$, $n=3$ point under consideration, the $M_{\epsilon}{ }^{c}$ functions satisfying $\sum_{i} \alpha_{i}=0$ are subject to the same restrictions as they are subject to at the $r=n=2$ limit point of the orbit. Therefore, the number of independent functions with $\sum_{i} \alpha_{i}=0$ is the same as the number mentioned in the sentence following (40). Adding to this the number of functions not restricted by either (41) or (42), we find that the number of $M_{\epsilon}{ }^{e}$ functions whose values are not subject to any linear restriction among themselves is exactly the same at any $r=2, n=3$ point on $\mathscr{R}^{(+)}$as the number at any $r=3$ point on $\mathcal{R}$-this number is given by either (38) or (39).

## C. Restrictions in Special Cases

Invariance of a scattering process under any discrete symmetry other than spatial inversion can restrict the number of independent $M^{c}$ functions only in special

Fig. 1. Special reference frame used for obtaining discrete symmetry restrictions. The 2 axis points out of the paper.

${ }_{\sim}^{k}$
cases in which the point in momentum space resulting from the symmetry operation lies on the same $\mathfrak{L}_{+}$orbit as the original point. We will consider the restrictions for $r=3$ points by working in the physical region of a particular $\mathrm{c} . \mathrm{m}$. system with the 1 and 3 axes orientated as in Fig. 1 and with the 2 axis pointing out of the paper. The restrictions thus obtained are easily extended to all $r=3$ points on $\mathcal{R}$ and also to the points on $\mathscr{R}^{(+)}$with $r<3$.
For example, for a scattering process of the form $t_{1}+t_{1} \rightarrow t_{3}+t_{3}$, the exchange symmetry for identical particles leads to a restriction when one simultaneously exchanges the orders of the initial particles among themselves and of the final particles among themselves. In the reference system of Fig. 1, a rotation of $\pi$ about the 2 axis carries the transformed momenta back into the original orientation and we have

$$
\begin{align*}
& E: \quad S^{c}\left(K_{3}, K_{4} ; K_{1}, K_{2}\right) \\
& \alpha_{3}, \alpha_{4} ; \dot{\alpha}_{1}, \dot{\alpha}_{2} \\
& =(-1)^{\Sigma_{i=1}^{A}\left(j_{i}+\alpha_{i}\right)} S^{c}\left(K_{3}, K_{4} ; K_{1}, K_{2}\right), \\
& \\
& \quad \begin{array}{l}
-\alpha_{4},-\alpha_{3} ;-\dot{\alpha}_{2},-\dot{\alpha}_{1} \\
\text { for } t_{1}=t_{2} \text { and } t_{3}=t_{4} .
\end{array} \tag{43}
\end{align*}
$$

The functions for the crossed process $t_{1}+t_{3} \rightarrow$ $i_{1}+t_{3}$ have the same number of independent components as those allowed by (43). This restriction could also have been obtained by applying the $P C T$ relation (28) in the new channel. For a process of the form $t+t \rightarrow t+t$ with $t=i$, the $P C T$ relation and the symmetry under the exchange of identical particles simultaneously lead to restrictions in the same channel. In the reference frame of Fig. 1, a rotation of $\pi$ about the 3 axis carries the point on the right-hand side of (28) into that on the left and we obtain

$$
\begin{align*}
& \text { PCT: } \quad S^{c}\left(K_{3}, K_{4} ; K_{1}, K_{2}\right)= S^{c}\left(K_{3}, K_{4} ; K_{1}, K_{2}\right), \\
& \alpha_{3}, \alpha_{4} ; \dot{\alpha}_{1}, \dot{\alpha}_{2}-\alpha_{1},-\alpha_{2} ;-\dot{\alpha}_{3},-\dot{\alpha}_{4} \\
& \text { for } t_{1}=t_{2}=t_{3}=t_{4}=t=t . \tag{44}
\end{align*}
$$

Time-reversal invariance restricts the number of independent components only in an elastic twoparticle process. In the reference frame of Fig. 1, the required exchange of the 4-momenta is brought about

Table III. Number of independent $M_{\epsilon}{ }^{6}$ functions having definite signature under $T$ and $P T$ for the process $t_{1}+t_{2} \rightarrow t_{1}+t_{2}$. These results hold at any point on the $I_{+}$-saturated kernel of the domain of regularity where there are three linearly independent 4-momenta. Exceptional cases in which exchange symmetry or PTC (or both) must give a restriction are: (1) $t_{1}=t_{2}$; (2) $t_{1}=\bar{t}_{2}$; (3) both $t_{1}=t_{1}$ and $t_{2}=t_{2}$. These exceptions are either given directly by the processes in Tables IV and $V$ or related to them through crossing.
(a) If at least one of the incoming particles is a fermion

| $\boldsymbol{=} \boldsymbol{P}$ | $\boldsymbol{T}$ | $\boldsymbol{P T}$ | Number of terms |
| :---: | :---: | :---: | :--- |
| + | + | + | $\frac{4}{4}\left(2 j_{1}+1\right)\left(2 j_{2}+1\right)\left(4 j_{1} j_{2}+2 j_{1}+2 j_{2}+3\right)$ |
| + | - | - | $\frac{4}{4}\left(2 j_{1}+1\right)\left(2 j_{2}+1\right)\left(4 j_{1} j_{2}+2 j_{1}+2 j_{2}-1\right)$ |
| - | + | - | $4\left(2 j_{1}+1\right)^{2}\left(2 j_{2}+1\right)^{2}$ |
| - | - | + | $4\left(2 j_{1}+1\right)^{2}\left(2 j_{2}+1\right)^{2}$ |

(b) If both particles are bosons

| $\boldsymbol{\epsilon} \boldsymbol{P}$ | $\boldsymbol{T}$ | $\boldsymbol{P T}$ | Number of terms |
| :---: | :---: | :---: | :--- |
| + | + | + | $\frac{1}{4}\left[\left(2 j_{1}+1\right)\left(2 j_{2}+1\right)\left(4 j_{1} j_{2}+2 j_{1}+2 j_{2}+3\right)+1\right]$ |
| + | - | - | $4\left[\left(2 j_{1}+1\right)\left(2 j_{2}+1\right)\left(4 j_{1} j_{2}+2 j_{1}+2 j_{2}-1\right)+1\right]$ |
| - | + | - | $4\left[\left(2 j_{1}+1\right)^{2}\left(2 j_{2}+1\right)^{2}-1\right]$ |
|  |  |  |  |

by a rotation of $\pi$ about the 1 axis and (30) becomes, with $\eta_{T}=1$,

$$
\begin{align*}
& T: \quad S^{c}\left(K_{3}, K_{4} ; K_{1}, K_{2}\right) \\
& \alpha_{3}, \alpha_{4} ; \dot{\alpha}_{1}, \dot{\alpha}_{2} \\
& =(-1)^{\alpha_{1}+\alpha_{2}-\alpha_{3}-\alpha_{4}} S^{c}\left(K_{3}, K_{4} ; K_{1}, K_{2}\right) \\
& \quad \alpha_{1}, \alpha_{2} ; \dot{\alpha}_{3}, \dot{\alpha}_{4}
\end{aligned} \quad \begin{aligned}
& \text { for } t_{1}=t_{3} \text { and } t_{2}=t_{4} .
\end{align*}
$$

Equations (37) and (43)-(45) are sufficient to find all possible restrictions at $r=3$ points on $\mathfrak{R}$. In Tables III, IV, and V we have listed the number of independent $M_{\epsilon}{ }^{e}$ functions having definite signature under the relevant symmetry operations for those cases in which spatial inversion is not the only possible
symmetry that can give a restriction. In Table IV we have allowed only those terms satisfying $(-1)^{2\left(s_{1}+j_{3}\right)}=$ 1 when taking (43) into account. This is because the additive quantum numbers independent of the Lorentz group must be the same for $t_{1}$ and $t_{3}$ in a process of the form $t_{1}+t_{1} \rightarrow t_{3}+t_{3}$, and in nature all strongly interacting particles with half odd-integer spin apparently have odd baryon number, while those with integer spin have even baryon number.

Of course, when spatial inversion is a symmetry for all processes in nature, only terms with $\epsilon=P=+1$ are nonvanishing in any of the tables, ${ }^{29}$ and when time reversal is a symmetry for the elastic processes in Tables III and V, only terms with $T=+1$ are nonvanishing. If neither $P$ nor $T$ is a symmetry, but

Table IV. Number of independent $M_{\epsilon}{ }^{8}$ functions for the process $t_{1}+t_{1} \rightarrow t_{3}+t_{3}$ with $t_{1} \neq t_{3}$. These results hold at any point on the $I_{+}$-saturated kernel of the domain of regularity where there are three linearly independent 4 -momenta. Since the additive quantum numbers that are independent of the Lorentz group must be the same for $t_{1}$ and $t_{3}$, such a process apparently occurs in nature only when $t_{1}$ and $t_{3}$ are both fermions or both bosons. The table is valid even when $t_{1}=I_{1}$.
(a) When particles $t_{1}$ and $t_{3}$ are fermions

| $\epsilon=P$ | Number of terms |
| :---: | :---: |
| + | $\frac{1}{4}\left(2 j_{1}+1\right)\left(2 j_{3}+1\right)\left(4 j_{1} j_{s}+2 j_{1}+2 j_{3}+3\right)$$\left(2 j_{1}+1\right)^{2}\left(2 j_{3}+1\right)^{2}$ |

(b) When $t_{1}$ and $t_{3}$ are bosons

| $\epsilon=P$ | Number of terms |
| :---: | :--- |
| + | $\left(2 j_{1} j_{3}+j_{1}+j_{8}+1\right)^{2}$ |
| $\left(2 j_{1} j_{3}+j_{1}+j_{3}\right)\left(2 j_{1} j_{3}+j_{1}+j_{3}+1\right)$ |  |

Table V. Number of independent $M_{\epsilon}{ }^{e}$ functions having definite signature under $T$ and $P T$ for the process $t+t \rightarrow t+t$. These results hold at any point on the $I_{+}$-saturated kernel of the domain of regularity where there are three linearly independent 4-momenta.

| (a) When particle $t$ is a fermion |  |  |  |
| :---: | :---: | :---: | :---: |
| $\epsilon=P$ | $T$ | $P T$ | Number of terms |
| $+$ | $+$ | $+$ | ${ }_{8}^{1}(2 j+1)\left(8 j^{3}+12 j^{2}+18 j+7\right)$ |
| + | - |  | $\frac{1}{8}(2 j+1)\left(8 j^{3}+12 j^{2}+2 j-1\right)$ |
| - | + | + | $\frac{1}{8}(2 j+1)^{4}$ |
| - | - | + | $\frac{1}{8}(2 j+1)^{4}$ |
| (b) When particle $t$ is a boson. If, in addition, $t=\bar{t}$, then only terms with $P T=+$ are allowed by the $P C T$ theorem |  |  |  |
| $\epsilon=P$ | $T$ | $P T$ | Number of terms |
| $+$ | + | $+$ | $2 j^{4}+4 j^{3}+6 j^{2}+4 j+1$ |
| + | - | - | $2 j^{2}(j+1)^{2}$ |
| - | + | - | $j(j+1)\left(2 j^{2}+2 j+1\right)$ |
| - | - | + | $j(j+1)\left(2 j^{2}+2 j+1\right)$ |

$P T$ is, then only terms with $P T=+1$ are nonvanishing in Tables III and V. ${ }^{32}$

Any process not accounted for in Tables III, IV, and $V$ for which a discrete symmetry other than spatial inversion can restrict the number of independent $M^{c}$ functions is related through crossing to one in the table. For example, in the process $t_{1}+t_{1} \rightarrow$ $t_{2}+\bar{t}_{2}$ charge-conjugation invariance can yield a restriction, but this is exactly the same restriction given by $P T$ symmetry for the process $t_{1}+t_{2} \rightarrow t_{1}+t_{2}$.

Although Tables III, IV, and V were derived for $r=3$ points, they also tell us how many independent $M_{\epsilon}{ }^{c}$ functions having the given symmetry properties there are at $r=2, n=3$ points on $\mathfrak{R}^{(+)}$. We have seen at the end of Part $B$ of this section that $\mathcal{L}_{+}$covariance allows the number of independent $M_{\epsilon}{ }^{c}$ functions to be the same at an $r=2, n=3$ point on $\mathfrak{R}^{(+)}$as at the $r=3$ points, the latter of which form a dense subdomain of $\mathfrak{R}^{(+)}$.

The tables derived from the considerations of this section are important for the application of the criteria to be presented in the next one. In checking any set of covariant polynomials to see whether they give invariant amplitudes free of kinematical singularities, it is useful to know in advance how many of any discrete symmetry signature one should have.

## V. INVARIANT AMPLITUDES

## A. Extension of the Theorem of Hepp and Williams

We have been considering the $M^{c}$ functions for two incoming and two outgoing particles with spin as functions of their 4-momenta on the mass shell. The above discussion of kinematical constraints on functions having definite parity signature, together with a
result of Hepp and Williams, will enable us to describe the analytic properties in terms of $\mathcal{L}_{+}$invariants. Because of the mass shell conditions and 4-momenta conservation, one can form only two independent $\mathfrak{L}_{+}$ invariants. These can be taken to be two of the three linearly related Mandelstam invariants:

$$
s=\left(k_{1}+k_{2}\right)^{2}, \quad t=\left(k_{1}-k_{3}\right)^{2}
$$

and

$$
u=\left(k_{1}-k_{4}\right)^{2}
$$

Let us first consider a process for which all four particles are spinless-that is, one for which the $M^{c}$ function is $£_{+}$invariant,

$$
\begin{equation*}
M^{c}(K)=M^{e}(\Lambda K) \tag{46}
\end{equation*}
$$

for any point $k$ on the domain of regularity $\mathcal{R}$.
According to a theorem of Hepp ${ }^{1}$ and Williams ${ }^{5}$, any such function can be expressed as a holomorphic function of the independent $\mathcal{L}_{+}$invariants on the image of the $I_{+}$-saturated kernel $\mathcal{U}_{a}^{(+)}$of each sheet $\mathcal{U}_{a} \subset$ $\mathfrak{R}$ :

$$
\begin{equation*}
M^{c}(K)=A(s(k), t(k)) \equiv A(s, t) \tag{47}
\end{equation*}
$$

Thus (47) defines an analytic function $A$ over the invariants $s$ and $t$. The domain of regularity of this function is the image of $\mathfrak{R}^{(+)} .{ }^{33}$

Actually the restriction to the image of the $I_{+}$saturated kernel is not necessary-the domain of regularity of the function $A$ defined by (47) is the image of the full domain of regularity of $M^{c}$. This extension of the result of Hepp and Williams arises from the fact that $\mathcal{R}$ is automatically $I_{+}$saturated; i.e., $\mathcal{R}^{(+)}=\mathfrak{R}$.

Lemma 1: Let the domain of regularity of the function $F$ be a domain $\mathcal{K}(F)$ lying over $K_{3}$. Suppose
the function $F$ is $\mathfrak{L}_{+}$invariant on $\mathfrak{R}(F)$. Then $\mathscr{R}(F)$ is $I_{+}$saturated, i.e., the $r=n$ limit points of every $r \neq n$ orbit on $\mathfrak{R}(F)$ also lie on $\mathfrak{R}(F)$.

The proof of the above lemma, due to Stapp and this author, is given in Appendix B.

## B. Standard Covariants

We would like to generalize the preceding considerations of this section to the cases in which one or more of the four particles has spin. That is, we would like to be able to express the $M_{\epsilon}{ }^{c}$ functions for any process with two incoming and two outgoing particles in terms of invariant functions that are holomorphic in the $\mathfrak{L}_{+}$invariants $s$ and $t$ everywhere on the image of the subset $\mathcal{U}_{a}{ }^{(+)}$of each $\mathcal{C}_{+}$-invariant sheet $\mathcal{U}_{a} \subset$ $\mathcal{R}$. The spin dependence and, consequently, all the kinematical properties of the $M_{\epsilon}{ }^{c}$ functions will be accounted for by polynomials in the 4 -momenta referred to as "standard covariants." First we will precisely define the latter.

Definition: Consider the $M^{c}$ functions for a scattering process involving two incoming particles of spins $j_{1}$ and $j_{2}$ and two outgoing particles of spins $j_{3}$ and $j_{4}$. A set of spinor functions $Y_{+1}{ }^{(g)}(k)$, for $g=1, \cdots, \bar{N}_{+}$, and $Y_{-1}{ }^{(g)}(k)$, for $g=1, \cdots, \bar{N}_{-}$, where $\bar{N}_{+}+\bar{N}_{-}=$ $\prod_{i=1}^{4}\left(2 j_{i}+1\right)$, is said to be a set of standard covariants for this process (and the processes related by crossing) if they satisfy the following five properties:
$\mathrm{SC1}$. They are polynomials in the four momenta for the process, subject to the mass shell and 4 -momentum conservation constraints. (They are therefore holomorphic everywhere.)

SC2. They are $\mathcal{L}_{+}$covariant; i.e.,

$$
\begin{gather*}
Y_{\epsilon}^{(\sigma)}(\Lambda(A, B) k)=D^{(j b)}(A)_{\alpha_{b}}^{\alpha_{b}^{\prime}} D^{\left(j_{a}\right)}(A)_{\alpha_{a}}{ }^{\alpha_{a^{\prime}}} Y_{\epsilon}^{(g)}(k) .  \tag{48}\\
\alpha_{b} ; \alpha_{a} ; \alpha_{a}^{\prime}
\end{gather*}
$$

SC3. They have definite signature under the spatial inversion operation:

$$
\begin{equation*}
Y_{\epsilon}^{(g)}(k)=\epsilon D^{(j)}\left(\frac{\sigma \cdot k_{b}}{m_{b} ; \alpha_{a}}\right)_{\alpha_{b} b_{b^{\prime}}^{\prime}} D^{\left(j_{a}\right)}\left(\frac{\sigma \cdot k_{a}}{m_{a}}\right)_{\alpha_{a} \alpha_{a^{\prime}}^{\prime}} \quad{ }_{\alpha_{b}^{(g)} ; \alpha_{a}^{\prime}}^{(k)} \tag{49}
\end{equation*}
$$

SC4. The functions of each of the two parity signatures are separately linearly independent at all $n=3$ points. That is, if we form the functions

$$
\begin{gather*}
\Gamma_{\epsilon}(k)=\sum_{\alpha_{b} ; \alpha_{a}}^{N_{\epsilon}} \gamma_{\epsilon}^{(g)} Y_{\epsilon}^{(g)}(k),  \tag{50}\\
\alpha_{b} ; \alpha_{a}
\end{gather*}
$$

where the $\gamma_{\epsilon}{ }^{(g)}$ are real or complex numbers, then, at any $n=3$ point $k=\left\{k_{b} ; k_{a}\right\}$, the only solution to the equations

$$
\begin{aligned}
& \Gamma_{\epsilon}(k)=0 \\
& \alpha_{b} ; \alpha_{a}
\end{aligned}
$$

for all values of $\left\{\alpha_{b} ; \alpha_{a}\right\}$ is $\gamma_{\epsilon}^{(g)}=0$, for all $g=$ $1, \cdots, \bar{N}_{\epsilon}$.
SC5. If the number of $M^{c}$ functions whose values are independent is restricted by any discrete symmetry other than parity, then each of the spinor functions $Y_{\epsilon}^{(g)}(k)$ has definite signature +1 or -1 under this operation (the form of the symmetry operation is the same as that for the $M^{c}$ functions in Table II).

The above properties of the standard covariants lead to the following lemma, the proof of which is given in Appendix C:

Lemma 2: Consider a set of standard covariants for the $M^{c}$ functions describing a process with two incoming and two outgoing particles. Then:
L1. At any $r=3$ point, the standard covariants of parity signature +1 are linearly independent of those of parity signature -1 .
L2. For each value of $\epsilon, \bar{N}_{\epsilon}=N_{\epsilon}$ as given by (38) if there are some fermions involved in the process, or $\bar{N}_{\epsilon}=N_{\epsilon}$ as given by (39) if all the particles are bosons.

L3. In those cases in which property SC5 holds, the number of standard covariants having a given signature under any of the applicable symmetry operations is in agreement with the number in Tables III, IV, and V.

The choice of a set of standard covariants for any process is by no means unique. If we have found a set $Y_{\epsilon}^{(g)}(k)$, for $g=1, \cdots, N_{\epsilon}$, satisfying the required properties, and if we can write

$$
\begin{equation*}
Y_{\epsilon}^{(g)}(k)=\sum_{g^{\prime}=1}^{N_{\epsilon}} f_{\epsilon}^{g g^{\prime}}(s, t) \bar{Y}_{\epsilon}^{\left(g^{\prime}\right)}(k), \tag{51}
\end{equation*}
$$

such that the coefficients $f_{\epsilon}^{g g^{\prime}}(s, t)$ are globally holomorphic functions of the Mandelstam invariants with $\operatorname{det}\left(\left(f_{\epsilon}^{g g^{\prime}}(s, t)\right)\right.$ nowhere zero, then the $Y_{\epsilon}^{(g)}(k)$ also form a set of standard covariants.

## C. Invariant Amplitudes for Scattering Functions with Spin

We are now ready to consider the possibility of expanding the $M_{\epsilon}{ }^{c}$ functions for a given process in terms of standard covariants having the same discrete
symmetry signatures, using the properties of the standard covariants in the definition and lemma of Part B of this section. Our results are expressed by the following theorem.

Theorem: Consider the $M^{c}$ functions describing a process with two incoming particles and two outgoing particles. On the $I_{+}$-saturated kernel $\mathfrak{R}^{(+)}$of the domain of regularity $\mathcal{R}$ of the $M^{c}$ functions, one may write the following global decompositions:

$$
\begin{equation*}
M_{\epsilon}{ }^{c}=\sum_{g=1}^{N_{\epsilon}} A_{\epsilon}{ }^{(g)} Y_{\epsilon}{ }^{(g)}, \tag{52}
\end{equation*}
$$

where the $Y_{\epsilon}^{(g)}$ are any set of standard covariants for the process. The "invariant amplitudes" $A_{\epsilon}{ }^{(g)}$, for $g=1, \cdots, N_{\epsilon}$, are holomorphic functions of the Mandelstam invariants $s$ and $t$ on the image of the $I_{+}$-saturated kernel $\mathrm{U}_{a}{ }^{(+)}$of each $\mathcal{E}_{+}$-invariant sheet $\bigcup_{a} \subset \mathcal{R}$.

If the $M_{\epsilon}{ }^{e}$ functions for a particular value of $\epsilon$ are identically zero, the above result is trivial with vanishing $A_{\epsilon}{ }^{(g)}$. In our proof of the theorem for nontrivial cases we will first completely ignore those cases in which the number of independent $M_{\epsilon}{ }^{c}$ function components is less than the number in (38) or (39) at $n=3$ points on $\mathfrak{R}^{(+)}$. The necessary modifications for the exceptional cases will be easy to make.

For our proof we will first try writing on the subset $\mathcal{U}_{a}^{(+)}$of a particular sheet $\mathcal{U}_{a} \subset \mathcal{R}$

$$
\begin{gather*}
M_{\epsilon}{ }^{c}(K)=\sum_{g=1}^{N_{\epsilon} ; \alpha_{a}} \mathcal{A}_{\epsilon}^{(g)}(k) Y_{\epsilon}^{(g)}(k),  \tag{53}\\
\alpha_{b} ; \alpha_{a}
\end{gather*}
$$

which corresponds to (52), except that we regard the invariant amplitudes $\mathcal{A}_{\epsilon}^{(g)}$ as functions of the 4momenta for the present. We will show that (53) is invertible; that is, we will solve for the amplitudes $\mathcal{A}_{\epsilon}{ }^{(\theta)}$ in terms of the $M_{\epsilon}{ }^{e}$ functions and show that this does not introduce any singularities not present in the $M_{\epsilon}{ }^{c}$ functions themselves. Finally, the theorem of Hepp and Williams will allow us to express the analytic properties of the invariant amplitudes in terms of $\mathfrak{L}_{+}$invariants. Recall that, according to the last paragraph, we are ignoring the exceptional cases for the present.
Consider the scalars

$$
\begin{gather*}
Y_{\epsilon^{\prime}, \epsilon}^{\left(g^{\prime}, g\right)}(k)=Y_{\epsilon^{\prime}}{ }^{\left(g^{\prime}\right)}(k) Y_{\epsilon}^{(g)}(k) .  \tag{54}\\
\alpha_{b} ; \alpha_{a}
\end{gather*}
$$

Each of the above invariant functions is holomorphic
everywhere on $K_{3}$ and the determinant formed from them, $\operatorname{det}\left(\mathrm{Y}_{\left.\epsilon^{\prime}, \varepsilon^{\prime}, g\right)}^{(g)}\right.$ ), cannot vanish at any $r=3$ point. The only way the determinant at such a point could vanish would be for some of the standard covariants to be linearly dependent, contradicting statements SC4 and L1. Since the standard covariants are not all linearly independent at an $r=2$ point, $\operatorname{det}\left(Y_{\epsilon, \epsilon}^{\left(g^{\prime}, g\right)}\right)$ must vanish at such a point.
The determinant just introduced consists of four blocks, the upper left-hand one having components of the form $y_{\substack{\left(g^{\prime}, g\right) \\+1}}^{(,)}$, the lower right-hand one $y_{-1,-1}^{\left(g^{\prime}, g\right)}$, the upper right-hand one $y_{+1,-1}^{\left(q^{\prime} ; g\right)}$, and the lower left-hand one $\mathcal{Y}_{-1,+1}^{\left(g^{\prime}, p\right)}$. However, it follows from (49) that $\mathrm{y}_{\epsilon,-\epsilon \in}^{\left(g^{2}, g\right)} \equiv 0$, since one has an invariant function of three independent 4 -vectors that has negative signature under spatial inversion, and such a function vanishes identically. Consequently, the determinant is factorizable:

$$
\begin{equation*}
\operatorname{det}\left(\mathcal{Y}_{\epsilon^{\prime}, \epsilon}^{\left(g^{\prime} ; g\right)}\right)=\left[\operatorname{det}\left(\mathcal{Y}_{+1,+1}^{\left(q^{\prime}, g\right)}\right)\right]\left[\operatorname{det}\left(\mathcal{Y}_{-1,-1}^{\left(g^{\prime}, g\right)}\right)\right], \tag{55}
\end{equation*}
$$

and neither $\operatorname{det}\left(\mathcal{Y}_{+1,+1}^{\left(g^{\prime}, \phi\right)}\right)$ nor $\operatorname{det}\left(\mathcal{Y}_{-1,-1}^{\left(g^{\prime}, q\right)}\right)$ can vanish at any $r=3$ point. Since (55) must vanish at $r=2$ points, we must have

$$
\operatorname{det}\left(y_{\epsilon, \epsilon}^{\left(g_{\epsilon}^{\prime}, g\right)}\right) \propto G^{N}\left(k_{1}, k_{2}, k_{3}\right)
$$

where $k_{1}, k_{2}$, and $k_{3}$ are any three of the momenta and $N$ is some integer.
The $\mathcal{L}_{+}$-invariant functions
are holomorphic everywhere on the particular domain $\mathcal{U}_{a}{ }^{(+)}$under consideration with $\mathcal{M}_{\epsilon,-\epsilon}^{(g)} \equiv 0$. From (53), (54), and (56) we obtain the set of equations

$$
\begin{equation*}
\sum_{g^{\prime}} \mathcal{A}_{\epsilon}^{\left(g^{\prime}\right)}(k) \mathcal{Y}_{\epsilon, \epsilon}^{\left(g^{\prime}, g\right)}(k)=\mathcal{M}_{\epsilon \in \in}^{(g)}(k), \quad g=1, \cdots, N_{\epsilon} . \tag{5}
\end{equation*}
$$

At least at $r=3$ points, where $\operatorname{det}\left(\mathcal{Y}^{\left(g_{\epsilon}^{\prime} ; \varepsilon\right)}\right)$ cannot vanish, (57) is soluble for the invariant functions $\mathscr{A}_{\epsilon}^{(g)}$ in terms of the $\mathcal{K}_{\epsilon, \epsilon}^{(g)}$. The solution of (57) has the form

$$
\begin{equation*}
\mathcal{A}_{\epsilon}^{(g)}(k)=\frac{\mathscr{G}_{\epsilon}^{(g)}(k)}{G^{N}\left(k_{1}, k_{2}, k_{3}\right)}, \quad g=1, \cdots, N_{\epsilon} \tag{58}
\end{equation*}
$$

where each $\mathscr{C}_{\epsilon}^{(g)}$ is some combination of the $\mathcal{Y}_{\epsilon, \epsilon}^{\left(g^{\prime}, g\right)}$ and the $\mathscr{K}_{\epsilon, 6}^{(g)}$.

The numerator $\zeta_{\epsilon}^{(\theta)}$ on the right-hand side of (58) is holomorphic on the given domain $\mathrm{U}_{a}{ }^{(+)}$. The only possible singularities of the invariant amplitudes on the left-hand side of (58) on this domain $\mathscr{U}_{a}{ }^{(+)}$are poles
at points where the rank of the Gram determinant is less than three.

Let us look at (53) once more. We have already seen that the invariant amplitudes on the right-hand side of the equation are holomorphic on the image in $K_{3}$ of the $r=3$ points on the domain $\mathcal{U}_{a}{ }^{(+)}$. Since these $r=3$ points from a dense subdomain of $\mathcal{U}_{a}^{(+)}$, as we approach any $r<3$ point on $U_{n}{ }^{(+)}$the limit of the right-hand side of (53) must exist and be equal to the value of the left-hand side at the given point. If the limit point is an $r=2, n=3$ point, the standard covariants are all linearly independent at the point and there can be no cancelling singularities in the invariant amplitudes; i.e., the limit at such a point must exist for each invariant amplitude in (58) separately and not just for the right-hand side of (53) as a whole.

The above considerations show that there exists some neighborhood of each $r=2, n=3$ point on the domain $\mathcal{U}_{a}^{(+)}$under consideration such that $\mathscr{G}_{\epsilon}^{(g)}$ in (58) has the form $\mathcal{C}_{\epsilon}{ }^{(g)}(k)=\mathscr{X}_{\epsilon}{ }_{\epsilon}^{(g)}(k) G^{N}$, where $\mathscr{X}_{\epsilon}{ }^{(g)}$ is holomorphic in the given neighborhood. From (58), $\mathscr{A}_{\epsilon}{ }^{(g)}(k)=\mathscr{X}_{\epsilon}{ }^{(g)}(k)$ is holomorphic in that neighborhood.

The $\mathcal{L}_{+}$-invariant sheets whose union is $\mathfrak{R}$ can be chosen to overlap, and the particular sheet $\mathcal{U}_{a}$ for which the decomposition (53) was carried out was arbitrary. Thus, the above procedure defines a unique set of functions $\mathcal{A}_{\epsilon}{ }^{(g)}$, for $g=1, \cdots, N_{\epsilon}$. The domain of regularity of each function $\mathcal{A}_{\epsilon}{ }^{(g)}$ is a domain $\mathbb{R}\left(\mathcal{A}_{\epsilon}{ }^{(g)}\right)$ over $\tilde{K}_{3}$, and $\mathcal{A}_{\epsilon}^{(g)}$ is $\mathscr{L}_{+}$invariant on $\mathfrak{R}\left(\mathcal{A}_{\epsilon}{ }^{(g)}\right)$. We have seen that each domain $\mathbb{R}\left(\mathcal{A}_{\epsilon}{ }^{(g)}\right)$ contains all $n=3$ points on $\mathfrak{R}^{(+)}$. Because of Lemma 1 each domain $\mathfrak{R}\left(\mathcal{A}_{\epsilon}{ }^{(\rho)}\right)$ also contains all $r=n=2$ points on $\mathfrak{R}$.

Because of the theorem of Hepp and Williams, we may express each invariant amplitude as a function of $\mathcal{L}_{+}$invariants on the image of the $I_{+}$-saturated kernel $\mathscr{U}_{a}{ }^{(+)}$of each sheet $\mathcal{U}_{a} \subset \mathcal{R}$ :

$$
\begin{align*}
\mathcal{A}_{\epsilon}^{(g)}(k)=A_{\epsilon}^{(g)}(s(k), t(k)) & \equiv A_{\epsilon}^{(g)}(s, t) \\
g & =1, \cdots, N_{\epsilon} \tag{59}
\end{align*}
$$

with the possible exception of $r=1$ points on the domain $\mathcal{U}_{a}^{1+\}}$. But, at $r=1$ points, $k_{i} \cdot k_{j}= \pm m_{i} m_{j}$ for all values of $i$ and $j$. Consequently, such points are isolated in the space of the $\mathcal{L}_{+}$invariants. It is well known that an analytic function of several complex variables cannot have isolated singularities. ${ }^{34}$

Equation (59) therefore defines functions $A_{\epsilon}{ }^{(g)}$, each of whose domain of regularity is a domain over the space of the Mandelstam invariants $s$ and $t$. This domain is the image of all points on $\mathfrak{R}^{(+)}$, so the proof of the theorem is completed-for those cases in which
the number of independent $M_{\epsilon}{ }^{c}$ functions is given by (38) or (39). ${ }^{35}$

In the exceptional cases in which properties SC5 and L3 are applicable, the scalars $Y_{\epsilon, \epsilon}^{\left(g^{\prime}, g\right)}$ in (54) formed from standard covariants that have opposite signatures under any of the applicable discrete symmetries vanish identically. Then the determinant in (55) splits up further; that is, det ( $\mathrm{Y}_{\epsilon, \mathrm{E}}^{\left(g^{\prime}, g\right)}$ ), for each value of $\epsilon$, can itself be written as a product of smaller determinants. Furthermore, when the $M_{\epsilon}{ }^{c}$ functions have definite signature under the symmetries in question, the scalars in (56) involving standard covariants with different symmetry properties also vanish identically. The solution of (53) proceeds very much as before, except that now only the standard covariants having the correct symmetry properties need be used in the expansion, and the set of equations to be solved is of smaller order. Since the standard covariants continue to be linearly independent at $r=2, n=3$ points, which was the crucial factor in our previous proof, we have no singularities in the invariant amplitudes at $r<3$ points on $\mathbb{R}^{(+)}$.

We have seen in Sec. IVB that $\dot{L}_{+}$covariance requires the various $M_{\epsilon}{ }^{c}$ functions to satisfy certain linear relations at all points on $\mathfrak{R}^{(+)}$. Because of the properties of the standard covariants, the decomposition on the right-hand side of (52) automatically satisfies these relations. Therefore, there is no point at which some linear combination of the invariant amplitudes must vanish in order for this decomposition to satisfy the required kinematical constraintsi.e., the invariant amplitudes are free of "kinematical zeros."

## VI. SUMMARY AND DISCUSSION

The main results of this paper are as follows.
(a) If the domain of regularity $\mathcal{R}$ of the scattering functions $M^{c}$ for a $2 \rightarrow 2$ process contains a point at which only two of the external 4-momenta are linearly independent then, as is well known, $\mathfrak{R}$ contains also points having the same scalar invariants but with three linearly independent momenta. At any of these points $\mathbb{L}_{+}$covariance requires the number of linearly independent components of $M^{c}$ to be less than the dimensionality of the spin space.
(b) Let $T$ be the parity operation for the $M^{c}$ functions and let $M_{\epsilon}{ }^{c}=\frac{1}{2}\left(M^{c}+\epsilon \mathscr{T} M^{c}\right)$. The number of linearly independent components of the functions $M_{\epsilon}{ }^{c}$ is the same at all points on their domain of regularity at which there are three linearly independent momenta. This result continues to hold if one imposes additional discrete symmetry requirements.
(c) If one expresses the individual functions $M_{+}{ }^{c}$ and $M_{-}{ }^{c}$ as sums of covariant polynomials times invariant functions, then these invariant functions will be holomorphic in the Mandelstam invariants $s$ and $t$ except at the image of the singularities in 4momenta space of the corresponding $M_{\epsilon}{ }^{e}$ functions, provided (i) the total number of basis polynomials equals the dimensionality of the spin space and (ii) the basis polynomials for each of the two parity signatures are separately linearly independent at all points at which the number of linearly independent momenta is three.

Our result allows the awkward comparison to the basis sets of Hepp and Williams to be avoided. It reduces the problem to the essential one of the linear independence properties of the proposed basis set.

In another paper we intend to discuss the problem of checking the linear independence of the polynomials of each parity signature. Several theorems that greatly simplify the practical procedure will be given, together with many practical applications.
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## APPENDIX A: SPINOR CALCULUS AND LORENTZ TRANSFORMATIONS

This appendix serves to clarify the notation of the main part of the paper and other sources should be consulted for more complete details. ${ }^{4,5,14-17,24,36}$ We use the superscript $T$ to indicate the transpose of any matrix and $\dagger$ to indicate the Hermitian conjugate. The Pauli matrices are

$$
\begin{array}{ll}
\sigma_{0}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), & \sigma_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \\
\sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), & \sigma_{3}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right), \tag{A1}
\end{array}
$$

and the convention for any real or complex 4 -vector $z$ is that $z^{a}=\left(z^{0}, \mathbf{z}\right)$.

Any two matrices $A$ and $B \in S L(2, C)$, the group of two-dimensional unimodular matrices, define a

$$
\Lambda(A, B) \in \mathbb{C}_{+},
$$

the group of proper complex Lorentz transformations, through the relation

$$
\begin{equation*}
\sigma \cdot \Lambda(A, B) z=A \sigma \cdot z B^{\mathrm{T}} \tag{A2}
\end{equation*}
$$

In particular, if $B=A^{*}, \Lambda\left(A, A^{*}\right) \in L_{+}^{\dagger}$ is a real proper orthochronous Lorentz transformation.

The full complex Lorentz group is $\mathcal{L}=\mathfrak{E}_{+} \cup \mathbb{L}_{-}$, where any $\Lambda_{I} \in \mathcal{L}_{-}$is an improper Lorentz transformation with det $\Lambda_{I}=-1$. In contrast to the real Lorentz group, which has four components because the unit matrix $I \in L_{+}^{\dagger}$ and the simultaneous reflection of all four coordinate axes $-I \in L_{+}^{\downarrow}$ are not related by any continuous transformation, the complex Lorentz group has only two components, $\mathcal{L}_{+}$and $\mathfrak{L}_{-}$, because $I$ and $-I$ are connected by a continuous path in $\mathfrak{L}_{+}$.

By the usual methods, one obtains a $2 j+1$ by $2 j+1$ matrix $D^{(j)}(A)$ corresponding to any $A \in$ $S L(2, C)$. There always exist real parameters $\phi$ and $\lambda$ such that one can write $D^{(j)}(A)=D^{(j)}(H) D^{(j)}(V)$ with

$$
\begin{align*}
D^{(j)}(V) & =\exp \left(-i \phi \cdot \mathbf{J}^{(j)}\right),  \tag{A3a}\\
D^{(j)}(H) & =\exp \left(\lambda \cdot \mathbf{J}^{(j)}\right) . \tag{A3b}
\end{align*}
$$

The $J^{(j)}$ are the familiar generators of rotations.
The generalization of (A2) to arbitrary integer or half-odd integer $j$ is then

$$
\begin{equation*}
D^{(j)}(\sigma \cdot \Lambda(A, B) z)=D^{(j)}(A) D^{(j)}(\sigma \cdot z) D^{(j)}\left(B^{\mathrm{T}}\right), \tag{A4a}
\end{equation*}
$$

or, more specifically,

$$
\begin{align*}
& D^{(j)}(\sigma \cdot \Lambda(A, B) z)_{\alpha \beta} \\
& \quad=D^{(j)}(A)_{\alpha^{\prime}}^{\alpha^{\prime}} D^{(j)}(B)_{\beta^{\prime}}^{\beta^{\prime}} D^{(j)}(\sigma \cdot z)_{\alpha^{\prime} \beta^{\prime}}, \tag{A4b}
\end{align*}
$$

which serves to clarify the meaning of lower dotted and lower undotted spinor indices. In particular, for real Lorentz transformations a dotted spinor index transforms like the complex conjugate of an undotted one.
The matrix $D^{(j)}(C)$ is defined by

$$
\begin{align*}
D^{(j)}\left(C^{-1}\right)^{\alpha \beta} & =D^{(j)}\left(C^{-1}\right)^{\alpha \beta}=(-1)^{j-\alpha} \delta^{\alpha,-\beta},  \tag{A5a}\\
D^{(j)}(C)_{\alpha \beta} & =D^{(j)}(C)_{\alpha \beta}=(-1)^{2 j} D^{(j)}\left(C^{-1}\right)^{\alpha \beta} . \tag{A5b}
\end{align*}
$$

An important property is

$$
\begin{equation*}
D^{(j)}(C) D^{(j)}(A) D^{(j)}\left(C^{-1}\right)=D^{(j)}\left(A^{\mathrm{T}^{-1}}\right) \tag{A6}
\end{equation*}
$$

$D^{(j)}\left(C^{-1}\right)$, acting from the left on any lower spinor index, turns it into an upper spinor index. Upper
undotted spinor indices are therefore acted on from the left by $D^{(j)}\left(A^{\mathbf{T}^{-1}}\right)$ and upper dotted ones are acted on from the left by $D^{(j)}\left(B^{T^{-1}}\right)$. Contraction of an upper undotted index with a lower undotted one, or of the corresponding dotted indices with each other, yields a scalar.

In addition to (A6) one has

$$
\begin{equation*}
D^{(j)}(C) D^{(j)}\left(\sigma^{\mathrm{T}} \cdot z\right) D^{(j)}\left(C^{-1}\right)=D^{(j)}(\tilde{\sigma} \cdot z) \tag{A7}
\end{equation*}
$$

where $\tilde{\sigma}_{\mu}=\sigma^{\mu}=\left(\sigma_{0},-\sigma\right)$.
Let $k$ be any real 4 -vector on the mass shell; that is, $k^{2}=m^{2}$, where $m \neq 0$ is the mass of the particie under consideration. Its rest-frame value is $\bar{k}=(m, 0)$ and the "boost" $L(k)$ is the Hermitian matrix in $L_{-}^{\dagger}$ defined by

$$
\begin{equation*}
k=L(k) \bar{k} \tag{A8}
\end{equation*}
$$

One may write $L(k)=\Lambda\left(\mathfrak{B}(k), \mathscr{B}^{*}(k)\right)$, where the Hermitian matrix $\mathfrak{B}(k) \in S L(2, C)$ is given by

$$
\begin{align*}
\mathfrak{B}(k) & =(\sigma \cdot k / m)^{\frac{1}{2}} \\
& =\left[2 m\left(m+k^{0}\right)\right]^{-\frac{1}{2}}\left[m+k^{0}+\sigma \cdot \mathbf{k}\right] \tag{A9}
\end{align*}
$$

Corresponding to any $\Lambda \in L_{+}^{\dagger}$ and any real 4 momentum $k$ on the mass shell, one may define the "Wigner rotation"

$$
\begin{equation*}
R(k, \Lambda)=L^{-1}(\Lambda k) \Lambda L(k) \tag{A10}
\end{equation*}
$$

which is well known to those familiar with the unitary representations of the inhomogeneous Lorentz group. One may write $R(k, \Lambda)=\Lambda\left(A(k), A(k)^{*}\right)$, where $A(k) \in S U(2)$ is given by

$$
\begin{equation*}
A(k)=\mathfrak{B}^{-1}(\Lambda k) A \mathfrak{B}(k) \tag{Al1}
\end{equation*}
$$

The following relation is valid for any complex value of $k$ on the mass shell:

$$
\begin{equation*}
D^{(j)}(\sigma \cdot k / m) D^{(j)}(\tilde{\sigma} \cdot k / m)=I \tag{A12}
\end{equation*}
$$

## APPENDIX B: PROOF OF LEMMA 1

The details given here are due to Stapp and this author. Some definitions we make use of are the following.
$K_{l}$ : The points $k=\left\{k_{1}, \cdots, k_{l+1}\right\}$ in complex 4vector space subject to the conditions $k_{i} \cdot k_{i}=$ $\left(m_{i}\right)^{2}>0 ; \quad i=1, \cdots, l+1, \quad$ and $\quad \sum_{i=1}^{l+1} \epsilon_{i} k_{i}=0$, where $\epsilon_{i}= \pm 1$.
$I_{+}$: The mapping that takes sets in $k$ space to their images $S(k)$ in the space of the $\mathbb{L}_{+}$invariants; i.e., $S(k)=I_{+}(k)=(I(k), P(k))$, where $I(k)$ is the set of all inner products formed from the $k_{i}$ and $P(k)$ is the set of all pseudoscalars formed from them.
$\mathcal{N}_{l_{+}}$: The space of $\mathcal{L}_{+}$invariants corresponding to the points of $K_{l}$; i.e., $\mathcal{K}_{l+} \equiv I_{+}\left(\mathcal{K}_{l}\right)$.

To prove Lemma 1, we need the following lemma.
Williams' lemma ${ }^{37}$ (open mappings from $\mathcal{K}_{3}$ to $\mathcal{H}_{3+}$ ): The $I_{+}$image of a neighborhood of a point $k \in \mathcal{K}_{3}$ is a neighborhood of $S(k)=I_{+}(k)$ in $\mathcal{M}_{3_{+}}$; i.e., the map $I_{+}: \mathcal{K}_{3} \rightarrow \mathcal{K}_{3+}$ is open.

Proof of Lemma 1: According to remark H1(b) in Sec. IIIB, there is a one-to-one mapping between orbits in $\AA_{3}$ and points $S \in \mathcal{H}_{3+} \equiv I_{+}\left(\mathcal{K}_{3}\right)$. Thus $\mathscr{F}(S)$ defined by $\mathscr{F}(S(k))=F(k)$ is uniquely defined for all $r=3$ points $k$ lying on $\mathfrak{R}(F)$. The set of points $r \leq 2$ is a set of codimension 1 in invariant space, since it is defined by $G(k)=G(S(k)) \equiv$ $G(S)=0$. If any $r=n$ point $\bar{k}$ lies on $\mathfrak{R}(F)$, then $\mathcal{F}(S) \equiv \mathscr{F}(S(k))$ is bounded at $S=S(k)$, and in fact in a full neighborhood of $S$ by virtue of Williams' lemma on open mappings. But if $\mathcal{F}(S)$ is single valued on $G \neq 0$ and bounded in a neighborhood of $\bar{S}$, then it is holomorphic at $\bar{\S} .{ }^{38}$

Since $\mathscr{F}(S)$ is holomorphic at $\bar{S}$, every $r=n$ limit point of the orbit $\mathcal{L}_{+} k$ and every other $r \neq n$ orbit having these limit points lies on $\mathcal{R}(F)$. This is because any such point whose image in $\Pi_{3}$ is $k$ satisfies $S(k)=$ $S$ and at any such point $F(k)=\mathcal{F}(S(k))$ is a holomorphic function of a holomorphic function. Of course, the value of $F(k)$ at all the above points with $S(k)=\bar{S}$ must be defined to be $\mathcal{F}(S)$. QED

Lemma 1 cannot be extended to $\mathcal{L}_{+}$-invariant functions over $\Pi_{l}$ with $l>3$. That is, the domain of regularity $\mathcal{R}(H)$ of an $\mathcal{L}_{+}$-invariant function $H$ over $\mathcal{K}_{l}$ with $l>3$ does not necessarily contain the $r=n$ limit points of an $r \neq n$ orbit lying on $\mathcal{R}(H)$. This is because Williams' lemma on open mappings is not valid for neighborhoods of $r \neq n$ points in $K_{l}$ with $l>3 .{ }^{37}$

## APPENDIX C: PROOF OF LEMMA 2

To prove statement Ll of the lemma, we will first assume that at a given $r=3$ point the standard covariants of signature +1 are not linearly independent of those of signature -1 , and we will then show that this assumption is not consistent with property SC4 of the standard covariants. That is, we assume that for some $r=3$ point $k$ there exists a set of nonzero $\gamma_{+}$'s and $\gamma_{-}$'s such that, for the functions defined by (50),

$$
\begin{gather*}
\Gamma_{+}(k)+\Gamma_{-}(k)=0  \tag{Cl}\\
\alpha_{b} ; \alpha_{a} \quad \alpha_{b} ; \alpha_{a}
\end{gather*}
$$

for all choices of $\left\{\alpha_{b} ; \alpha_{a}\right\}$.

But, since any $r=3$ point $k$ lies on the same $\mathcal{L}_{+}$, orbit as the point $\tilde{k}$ obtained by spatial inversion, there exists some $A_{k} \in S L(2, C)$ such that (48) and (50) give

$$
\begin{array}{cc}
\Gamma_{\epsilon}(k)=D^{\left(j_{b}\right)}\left(A_{k}\right)_{\alpha_{b}}^{\alpha^{\prime}}  \tag{C2}\\
\alpha_{b} ; \alpha_{a}^{\left(j_{a}\right)}\left(A_{k}\right)_{\alpha_{a}}^{\alpha_{a}} \Gamma_{\epsilon}(\tilde{k}) . \\
\alpha_{b}^{\prime} ; \alpha_{a}^{\prime}
\end{array}
$$

After substituting (C2) into (C1) and multiplying each spinor index in the result from the left by $D^{(i j)}\left(A_{k}^{-1}\right)$, we get

$$
\begin{gather*}
\Gamma_{+}(\tilde{k})+\Gamma_{-}(\tilde{k})=0 .  \tag{C3}\\
\alpha_{b} ; \alpha_{a} \quad \alpha_{b} ; \alpha_{a}
\end{gather*}
$$

Thus, if (C1) is valid for all $\left\{\alpha_{b} ; \alpha_{a}\right\}$ at any $r=3$ point, (C3) is also true.

Because of (49) and (50),

$$
\begin{equation*}
\underset{\alpha_{b} ; \alpha_{a}}{\Gamma_{\epsilon}(k)}=\epsilon D^{\left(j_{b}\right)}\left(\frac{\sigma \cdot k_{b}}{m_{b}}\right)_{\alpha_{b} \alpha_{b}^{\prime}} D^{\left(j_{a}\right)}\left(\frac{\sigma \cdot k_{a}}{m_{a}}\right)_{\alpha_{a} \alpha_{\alpha_{a}^{\prime}} \alpha_{b}^{\prime} ; \alpha_{a}^{\prime}} \Gamma(\tilde{k}) \tag{C4}
\end{equation*}
$$

If we multiply each spinor index in (C3) from the left by $D^{\left(j_{i}\right)}\left(\sigma \cdot k_{i} / m_{i}\right)$ and then make use of (C4), we get

$$
\begin{gather*}
\Gamma_{+}(k)-\Gamma_{-}(k)=0 .  \tag{C5}\\
\alpha_{b} ; \alpha_{a} \quad \alpha_{b} ; \alpha_{a}
\end{gather*}
$$

The consistency of (C1) and (C5) requires that

$$
\begin{gather*}
\Gamma_{\epsilon}(k)=0,  \tag{C6}\\
\alpha_{b} ; \alpha_{a}
\end{gather*}
$$

for both $\epsilon=+1$ and $\epsilon=-1$, for all choices of $\left\{\alpha_{b} ; \alpha_{a}\right\}$. But, as mentioned after (50) in property SC4, the linear independence of the standard covariants of the same parity signature at any $n=3$ point means that (C6) cannot be true there for nonzero $\gamma_{\epsilon}{ }^{(g)}$. Consequently, (Cl) cannot be true and statement L1 of the lemma is valid. ${ }^{39}$

We now consider statement L2 of the lemma. First note that each component

$$
\begin{aligned}
& Y_{\epsilon}^{(g)}(k) \\
& \quad \alpha_{b} ; \alpha_{a}
\end{aligned}
$$

for a fixed value of $g$, but different values of $\left\{\alpha_{b} ; \alpha_{a}\right\}$, is actually a different function. However, as was the case for the $M_{\epsilon}{ }^{e}$ functions in Sec. IV, (49) means that at most $N_{\epsilon}$ of their values, where $N_{\epsilon}$ is given by (38) or (39), whichever is appropriate, can actually be chosen independently at any $n=3$ point. Thus, the number of standard covariants $Y_{\epsilon}{ }^{(g)}(k)$ that are linearly independent for a given $\epsilon$ cannot be greater than $N_{\epsilon}$; i.e., $\bar{N}_{\epsilon} \leq N_{\epsilon}$. Since $\bar{N}_{+}+\bar{N}_{-}=\prod_{i=1}^{4}\left(2 j_{i}+1\right)=$ $N_{+}+N_{-}$, one must have $\bar{N}_{\epsilon}=N_{\epsilon}$.

Finally, consider statement L3 of the lemma. If, for example, $m_{1}=m_{3}, j_{1}=j_{3}, m_{2}=m_{4}$, and $j_{2}=j_{4}$,
we require that standard covariants have definite signature under the simultaneous exchanges

$$
\left(k_{1}, \alpha_{1}\right) \leftrightarrow\left(k_{3}, \alpha_{3}\right)
$$

and

$$
\left(k_{2}, \alpha_{2}\right) \leftrightarrow\left(k_{4}, \alpha_{4}\right)
$$

which is the same as the $P T$ operation for the $M^{c}$ functions in Table II. Then the same considerations that led to Table III tell us how many linearly independent covariants at most can have a particular signature under this operation, and considerations such as those in the proof of L2 show that this equals the actual number of such standard covariants. Note that, by choosing our covariants to have definite $P T$ signature, we automatically assure that they have definite signature under $T$. The above is easily extended to the case $m_{1}=m_{2}, j_{1}=j_{2}, m_{3}=m_{4}$, and $j_{3}=j_{4}$, when the covariants are chosen to have definite signature under the simultaneous exchanges $\left(k_{1}, \alpha_{1}\right) \leftrightarrow$ $\left(k_{2}, \alpha_{2}\right)$ and $\left(k_{3}, \alpha_{3}\right) \leftrightarrow\left(k_{4}, \alpha_{4}\right)$, and to the case of all equal masses, when definite signatures under both types of exchanges mentioned in this paragraph are chosen.

[^8]${ }^{18}$ This is a special case of the cluster decomposition law discussed in Refs. 14, 17, and 19. See also J. R. Taylor, Phys. Rev. 142, 1236 (1966). A clear and simple discussion is given by R. J. Eden, P. V. Landshoff, D. I. Olive, and J. C. Polkinghorne, The Analytic S-Matrix (Cambridge U.P., Cambridge, 1966).
${ }^{19}$ H. P. Stapp, J. Math. Phys. 9, 1548 (1968).
${ }^{20}$ Reference 10 , pp. 100-04; Ref. 19, p. 1553; H. P. Stapp, Lawrence Radiation Laboratory Report UCRL-18769, February 1969 (unpublished), pp. 3-9; C. Chandler and H. P. Stapp, J. Math. Phys. 10, 826 (1969), p. 829 and Appendix B.
${ }^{21}$ Rigorous definitions are to be found in Refs. 5 and 11. See also A. S. Wightman, in Dispersion Relations and Elementary Particles, C. de Witt and R. Omnes, Eds. (Wiley, New York, 1960), p. 227.
${ }_{22}$ The theorem, as given here, is valid for $M^{c}$ functions describing the interaction of $l+1$ particles when $\pi_{3}$ is replaced by $K_{l}$ ( $\kappa_{l}$ is defined in Appendix B). The $M^{c}$ functions are "connected parts" (see Ref. 18) that are free of 4 -momentum conservation delta functions.
${ }^{23}$ In its most general form, Stapp's theorem (Refs. 10 and 11) guarantees $\mathcal{L}_{+}$covariance on the entire multisheeted domain of regularity of a set of tensor-valued functions originally defined to be holomorphic and either $L_{+}^{\dagger}$ covariant or $\mathcal{E}_{+}$covariant on some arbitrarily small real or complex domain that does not have to be on the mass shell. It is a generalization of earlier work showing that functions originally defined to be holomorphic and $L+$ covariant on the so-called "future tube," such as the Wightman functions in axiomatic field theory, have a single-sheeted $\mathcal{L}_{+}$-covariant extension to the "extended tube," which is the union of the $\mathcal{L}_{+}$orbits of all points on the "future tube." See A. S. Wightman, J. Indian Math. Soc. 24, 625 (1960), and R. Jost, in Lectures on Field Theory and the Many-Body Problem, E. R. Caianiello, Ed. (Academic, New York, 1961), p. 127. See also Ref. 24.
${ }^{24}$ R. F. Streater and A. S. Wightman, PCT, Spin, and Statistics, and All That (Benjamin, New York, 1964).
${ }^{25}$ The usual definition of the $I_{+}$-saturated kernel $\mathcal{U}_{a}{ }^{(+)}$of an $\mathcal{L}_{+}$-invariant sheet $\mathcal{U}_{a}$ on the domain of regularity $\mathbb{R}^{\text {of }}$ the $M^{c}$ functions for a given process is: $\mathcal{U}_{a}{ }^{(+)}$is the largest subset of $\mathcal{U}_{a}$ such that if $\mathrm{U}_{a}{ }^{(+)}$contains a point, then $\mathrm{U}_{a}{ }^{(+)}$contains every point whose image in $\mathcal{K}_{3}$ has the same $\Gamma_{+}$invariants (see Refs. 1, 5 , and 11). However, for a function defined over $\Pi_{3}$ our definition of the $I_{+}{ }^{-}$ saturated kernel of an $\mathcal{L}_{+}$-invariant sheet $\mathscr{U}_{a}$ is equivalent to the usual one. This is a consequence of Lemma 4 of Ref. 5.
${ }^{26}$ A general discussion of linear relationships for physical values of the 4 -momenta using helicity amplitudes is given by $\mathbf{J}$. Daboul, "Linear Symmetries of Scattering Amplitudes," Temple University, preprint, November 1969.
${ }^{27}$ We will not discuss the restrictions that Lorentz covariance places on the derivatives of the $M^{c}$ functions at $r=2$ points. The considerations here will prove to be sufficient for specifying the properties of the "standard covariants" introduced in Sec. V when the decomposition of the $M^{c}$ functions into invariant amplitudes is considered.
${ }^{28}$ R. Jost, The General Theory of Quantized Fields (Am. Math. Soc., Providence, R.I., 1965).
${ }^{29}$ H. P. Stapp, Phys. Rev. 128, 1963 (1962). Analyticity and the superposition principle require $\eta_{\rho}= \pm 1$. The cluster decomposition law then requires $\eta_{\rho}=+1$ for an elastic process. The "particle intrinsic parities" can be chosen to be real if the only conservation laws are additive ones. This means that $\eta_{\rho}=+1$ for a process of the form $t_{1}+t_{1} \rightarrow t_{3}+t_{3}$.
${ }^{30}$ For a discussion of the crossing properties, see Refs. 17 and 19.
${ }^{31}$ Note that, because of the kinematical branch points in the "boost" matrices, the mapping from the $M^{c}$ functions to the $S^{c}$ functions at any point on the domain of regularity of the former is not single valued. This fact is not of any importance for the application we have in mind here.
${ }_{32}$ We call attention to the fact that in Table III the total number of terms is $\left(2 j_{1}+1\right)^{2}\left(2 j_{2}+1\right)^{2}$, in agreement with (16), but the total number is less in Tables IV and $V$, because $S$-matrix theory and field theory forbid the occurrence of terms with the wrong signature under exchange symmetry and under $P C T$.
${ }_{33}$ In its more general form, the theorem of Hepp and Williams says that one can express any multisheeted invariant function of any number of 4 -vectors (regardless of whether or not mass-shell constraints are present) as a holomorphic function of the independent $\mathcal{L}_{+}$invariants on the image of the $I_{+}$-saturated kernel of its domain of regularity. However, with more than four functionally independent vectors (e.g., a scattering amplitude with more than five particles), it is not possible to use the same set of $\mathcal{L}_{+}$invariants globally; in other words, one must use "local" $\mathcal{C}_{+}$invariant coordinates. The result of Hepp and Williams is a generalization to arbitrary domains of a theorem of Hall and Wightman (Ref. 12) that enables one to express an $[$-invariant single-sheeted function regular everywhere on the "extended tube" as a function of "local" L-invariant coordinates. (See also Ref. 23.)
${ }^{34}$ R. C. Gunning and H. Rossi, Analytic Functions of Several Complex Variables (Prentice-Hall, Englewood Cliffs, N.J., 1965), p. 21 .
${ }^{35}$ Our theorem generalizes the approach of Williams (Ref. 5). Williams' arguments were for his particular basis and depended on a certain physically irrelevant decomposition of the scattering function into "tensor" and "pseudotensor" parts.
${ }^{36}$ A. S. Wightman, in Dispersion Relations and Elementary Particles, C. de Witt and R. Omnes, Eds. (Wiley, New York, 1960), p. 159.
${ }^{37}$ Lemma 5 and Appendix IV of Ref. 5.
${ }^{38}$ Reference 34, p. 19.
${ }^{39} \mathrm{It}$ is worth noting that if $k$ is an $r=2, n=3$ point, then $\tilde{k}$ lies on a different $\sum_{+}$orbit, according to H2(b), and (C2) is not valid for any choice of $A_{k} \in S L(2, C)$. In this case it is possible to satisfy (C1) with
in contrast to the result (C6) for an $r=3$ point. The standard covariants of signature +1 are not linearly independent of those of signature -1 at any $r=2, n=3$ point; at such a point the total number of linearly independent standard covariants in the two sets is the same as the number given in Table I.
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#### Abstract

The model independent components of current-stress tensor equal time commutators are derived for arbitrary spin 0 and 1 systems.


## I. INTRODUCTION

Equal time commutators (ETC) of currents with stress tensor components have been discussed in connection with the structure of current-current ETC. ${ }^{1,2,3}$ As expected physically from their significance as local generators, some of their components will be model independent. In this article we shall derive these for systems of spin 0 and 1 by considering the response to variations of external vector and gravitational fields. We shall obtain the following model independent ETC between the conserved electromagnetic (or Yang-Mills) current and the symmetric stress tensor ${ }^{4}$ :

$$
\begin{align*}
i\left[j^{0}(x, t), T^{00}\left(x^{\prime}, t\right)\right]= & \partial_{i}\left[j^{i}(x, t) \delta^{3}\left(x-x^{\prime}\right)\right],  \tag{la}\\
i\left[j^{0}(x, t), T^{0 i}\left(x^{\prime}, t\right)\right]= & \partial_{i}\left[j^{0}(x, t) \delta^{3}\left(x-x^{\prime}\right)\right],  \tag{lb}\\
i\left[j^{i}(x, t), T^{00}\left(x^{\prime}, t\right)\right]= & -j^{0}(x, t) \partial_{i}^{\prime} \delta^{3}\left(x-x^{\prime}\right) \\
& -\partial_{0} j^{i}(x, t) \delta^{3}\left(x-x^{\prime}\right) . \tag{lc}
\end{align*}
$$

(These equations obey the consistency requirement $\left[\partial_{\mu} j^{\mu}, T^{00^{\prime}}\right]=0$.) We start from the following general form of the action in the presence of an external gravitational field, valid ${ }^{\overline{ }}$ for systems of spin 0 and 1:

$$
\begin{align*}
& I=\int\left(\sum_{a} \pi_{a} \dot{\phi}_{a}+N \theta_{0}^{0}\left(\phi, \pi, g_{i j}\right)\right. \\
&  \tag{2}\\
& \left.\quad+{ }^{3} g^{i j} N_{i} \theta_{j}^{0}\left(\phi, \pi, g_{i j}\right)\right) d^{4} x .
\end{align*}
$$

Here ( $\pi_{a}, \phi_{a}$ ) represent the canonical variables, $\theta_{\mu}^{0}$ are functions of $\pi_{a}, \phi_{a}$, and $g_{i j}$ only while $N \equiv$ $\left(-g^{00}\right)^{-\frac{1}{2}}, N_{i} \equiv g_{0 i}$, and ${ }^{3} g^{i j}$ is the matrix inverse of $g_{i j}$. This form is known ${ }^{6}$ to yield the model-independent ETC for [ $T^{00}, T^{00}$ ] (Schwinger-Dirac condition) as well as those of $\left[T^{0 \mu}, T^{0{ }^{\prime}}\right]$. We neglect operator ordering and other quantum problems such as higher Schwinger terms, ${ }^{7}$ as the model independent parts we seek are already present at the classical level. While fermion systems do not take the form in Eq. (2), it may be shown ${ }^{7,8}$ that they also satisfy Eq. (1).

## II. CURRENT-STRESS TENSOR COMMUTATORS

The usual first-order action for low spin fields in flat space has the well-known form

$$
I=\int\left[\pi_{a} \dot{\phi}_{a}-\mathscr{H}\left(\pi_{a}, \phi_{a}\right)\right] d^{4} x,
$$

in terms of the unconstrained canonical degrees of freedom ( $\pi_{a}, \phi_{a}$ ), with $\mathfrak{H e}$ independent of time derivatives for general interactions (including derivative coupling).

With minimal coupling to gravitation, the generally covariant form of Eq. (2) emerges with an appropriate choice of transformation behavior of $\left(\pi_{a}, \phi_{a}\right)$. The crucial point is that this form fixes the explicit dependence on $g_{0 \mu}$ to be through the linear ( $N, N_{i}$ ) factors. This is a general feature of lower spin and no longer holds for higher spin fields, where elimination of constrained variables introduces further $g_{\mu v}$ dependence, which in fact produces grave consistency problems there. ${ }^{3}$ Likewise we note that the time derivative enters only in the kinetic $\pi \phi$ term.

To derive the desired commutators, we use the definitions of the current and stress tensor as the response of a system to variations of external vector and metric sources:

$$
\begin{align*}
& \delta_{A} I=\int j^{\mu} \delta A_{\mu} d^{4} x,  \tag{3a}\\
& \delta_{g} I=\frac{1}{2} \int \mathcal{C}^{\mu \nu} \delta g_{\mu \nu} d^{4} x, \tag{3b}
\end{align*}
$$

or, in terms of matrix elements,

$$
\begin{align*}
& \frac{\delta\langle a \mid b\rangle}{\delta A_{\mu}(x)}=i\langle a| j^{\mu}(x)|b\rangle,  \tag{4a}\\
& \frac{\delta\langle a \mid b\rangle}{\delta g_{\mu v}(x)}=2 i\langle a| \mathscr{G}^{a v}(x)|b\rangle . \tag{4b}
\end{align*}
$$

Second mixed variations, which are independent of
order, then read

$$
\begin{align*}
\delta_{A} \delta_{g}\langle a \mid b\rangle= & \delta_{g} \delta_{A}\langle a \mid b\rangle \\
= & \frac{i}{2} \iint d^{4} x d^{4} x^{\prime} \delta A_{\sigma}(x) \delta g_{\mu v}\left(x^{\prime}\right) \\
& \times\langle a|\left(\frac{\delta \mathcal{G}^{\mu v}\left(x^{\prime}\right)}{\delta A_{\sigma}(x)}+i\left[\mathcal{G}^{\mu v}\left(x^{\prime}\right) j^{\sigma}(x)\right]_{+}\right)|b\rangle \\
= & i \iint d^{4} x d^{4} x^{\prime} \delta A_{\sigma}(x) \delta g_{\mu v}\left(x^{\prime}\right) \\
& \times\langle a|\left(\frac{\delta j^{\sigma}(x)}{\delta g_{\mu v}\left(x^{\prime}\right)}+\frac{i}{2}\left[j^{\sigma}(x) \mathcal{G}^{\mu v}\left(x^{\prime}\right)\right]_{+}\right)|b\rangle, \tag{5}
\end{align*}
$$

so that the reciprocity relation

$$
\begin{equation*}
2 \frac{\delta j^{\sigma}(x)}{\delta g_{\mu \nu}\left(x^{\prime}\right)}=\frac{\delta \mathcal{G}^{\mu \nu}\left(x^{\prime}\right)}{\delta A_{\sigma}(x)} \tag{6}
\end{equation*}
$$

holds.
We consider now the general forms of the desired ETC implied by gauge invariance of the theory and conservation of the corresponding current. ${ }^{10}$ Both still hold in the presence of $g_{\mu v}(x)$, since the quantity $\partial_{\mu} j^{\mu}(x)$ is a general coordinate scalar when $j^{\mu}$ is a vector density. We take in Eq. (5) the special case $\delta A_{\sigma}=\partial_{\sigma} \lambda(x)$, for which the left-hand side then vanishes, and integrate by parts on $\partial_{\sigma}$ to obtain the flat space relation ${ }^{11}$

$$
\begin{equation*}
i\left[j^{0}(x), T^{\mu v}\left(x^{\prime}\right)\right] \delta\left(x^{0}-x^{0^{\prime}}\right)=-2 \partial_{\sigma}\left[\frac{\delta j^{\sigma}(x)}{\delta g_{\mu v}\left(x^{\prime}\right)}\right]_{\eta} \tag{7}
\end{equation*}
$$

since the gauge equation holds for arbitrary $\delta g_{\mu \nu}$.
We now apply the general result, Eq. (7), to the action given by Eq. (2) in the presence of an external vector field $A_{\mu}$, where we shall set $A_{\mu}=0$ and $g_{\mu \nu}=$ $\eta_{\mu \nu}$ after varying. For minimal coupling it is clear that, since $\partial_{0}$ only appears in the metric-independent kinetic term, $\pi \partial_{0} \phi, j^{0} \sim \pi \phi$ is metric independent. Thus $\delta j^{0} / \delta g_{\mu \nu} \equiv 0$, in agreement with time locality requirements, for otherwise the terms $\partial_{0}\left(\delta j^{0} / \delta g_{\mu v}^{\prime}\right)$ would involve $\partial_{0} \delta\left(x^{0}-x^{0^{\prime}}\right)$, inconsistent with the time locality of the left-hand side of Eq. (7). Thus, we have the stronger form

$$
\begin{equation*}
i\left[j^{0}(x), T^{\mu \nu}\left(x^{\prime}\right)\right] \delta\left(x^{0}-x^{0^{\prime}}\right)=-2 \partial_{i}\left[\frac{\delta j^{i}(x)}{\delta g_{\mu \nu}\left(x^{\prime}\right)}\right]_{\eta} \tag{8}
\end{equation*}
$$

The dependence of $j^{i}$ on $g_{0 \mu}$ which we now require may also be given quite explicitly. Differentiating Eq.
(2) with respect to $A_{i}$ gives ${ }^{12}$

$$
j^{i}=\int\left(N^{\prime} \frac{\delta \theta_{0}^{0^{\prime}}}{\delta A_{i}}+{ }^{3} g^{l m} N_{l}^{\prime} \frac{\delta \theta_{m}^{0^{\prime}}}{\delta A_{i}}\right) d^{4} x^{\prime}
$$

For the $\delta / \delta g_{00}$ derivative, we find (always at fiat space) that

$$
\begin{equation*}
\left.\frac{\delta j^{i}}{\delta g_{00}^{\prime}}\right|_{\eta}=-\frac{1}{2}\left(\frac{\delta \theta_{0}^{0^{\prime}}}{\delta A_{i}}\right)_{\eta}=-\left.\frac{1}{2} \delta^{4}\left(x-x^{\prime}\right) j^{i}(x)\right|_{\eta} \tag{9}
\end{equation*}
$$

where the last equality follows from the previous equation at $g=\eta$. Likewise we may obtain

$$
\left.\frac{\delta j^{i}}{\delta g_{0 k}}\right|_{\eta}=\frac{1}{2} \delta^{k l}\left(\frac{\delta \theta_{l}^{0^{\prime}}}{\delta A_{i}}\right)_{\eta}
$$

To evaluate $\delta \theta_{l}^{0^{\prime}} / \delta A_{i}$, we recall that, at flat space where $\theta_{i}^{0}=T_{i}^{0}$, the momentum or spatial translation density always has the simple form (for $A_{\mu}=0$ )

$$
\begin{equation*}
T_{l}^{0}=-\sum_{a} \pi_{a} \partial_{l} \phi_{a}+\partial_{k} D_{l}^{k} \tag{10}
\end{equation*}
$$

where $D^{k}{ }_{l}$ is a neutral function of $(\pi, \phi)$ and does not involve derivatives. Now, in the presence of $A_{\mu}$, the divergence term does not contribute to $\delta T^{0 i} / \delta A_{j}$ since it is neutral $\left\{\partial_{k} D^{k i}\right.$ does not become $\left(\partial_{k}-i e A_{k}\right) D^{k i}$ and there is no possible ambiguity involving

$$
\left[\left(\partial_{\mu}-i e A_{\mu}\right),\left(\partial_{v}-i e A_{v}\right)\right] \sim F_{\mu v}
$$

since $D$ has no derivatives $\}$. The only contribution comes from the $\pi \partial \phi$ part, which yields

$$
\begin{align*}
\frac{\delta T_{l}^{0^{\prime}}}{\delta A_{i}} & =2\left(\frac{\delta j^{i}}{\delta g_{0 l}}\right)_{\eta} \\
& =i e \sum_{n} \pi_{a} \phi_{a} \delta_{i l} \delta^{4}\left(x-x^{\prime}\right) \\
& =-\delta_{i l} \delta^{4}\left(x-x^{\prime}\right) j^{0}(x) \tag{11}
\end{align*}
$$

Insertion of Eqs. (9) and (11) into (8) now yields the first two of our results, (1a) and (1b).

The ETC's $\left[j^{0}, T^{i j}\right]$ are not model independent; thus, $\delta j_{i} / \delta g_{k l}$ involves the explicit $g_{k l}$ dependence of $\theta_{0}^{0}$, namely

$$
\frac{\delta}{\delta g_{k l}} \frac{\delta \theta_{0}^{0}}{\delta A_{i}} \sim \frac{\delta T^{k l}}{\delta A_{i}}
$$

which depends on any gradient coupling present.
As for the remaining ETC $\left[j^{i}, T^{\mu \nu}\right]$, only [ $j^{i}, T^{00}$ ] is model independent. Using the Jacobi identity on [ $\left.M^{0 i}, T^{00}, j^{0}\right]$ in terms of the symmetric $T^{\mu v}$ yields [ $j^{i}, T^{00}$ ] in terms of the [ $j^{0}, T^{0 \mu}$ ] ETC, and the result is Eq. (1c). Note that, in this process, the symmetric $T^{\mu \nu}$ must be used (or else $M^{0 i}$ is not the Lorentz generator). It is thus essential to have the $\left[j^{0}, T^{0 \mu}\right]$ ETC for the symmetric rather than the canonical stress tensor in order to derive ${ }^{13}$ Eq. (1c).

Finally, we remark that our results follow equally well for, say, Yang-Mills currents.

[^9]${ }^{6}$ S. Deser and L. K. Morrison, J. Math. Phys. 11, 596 (1970).
${ }^{7}$ For these, see D. N. Levin, thesis, Harvard University, 1970, and Ref. 8.
${ }^{8}$ For explicit calculations, see, for example, H. Genz and J. Katz, UCRL, Report No. UCRL-19438, 1969.
${ }^{9}$ See J. Schwinger, Phys. Rev. 130, 406, 800 (1963) for spin $\frac{3}{2}$. Spin 2 is treated by C. Aragone, Nuovo Cimento 64A, 841 (1969), and C. Aragone and S. Deser, Nuovo Cimento (in press).
${ }^{10}$ The converse route is also possible: Although the stress tensor is no longer conserved in an external $A_{\mu}$ field (which also acts as a preferred vector destroying general coordinate invariance), its nonconservation is model independent. For an arbitrary system, one has (S. Deser, Nuovo Cimento, to be published),
$$
\mathcal{G}^{\mu \nu} ; v=-F^{\mu} j^{\nu}
$$
or, at $g=\eta, \Delta^{\mu} \equiv T^{\mu \nu}, \nu=F_{\nu}{ }^{\mu} j^{\nu}$. This gives $\delta \Delta^{\mu} / \delta A_{\lambda}$ explicitly at $A^{\mu}=0$. One may then make use of the easily derived relation
$$
-i\left[T^{0 v}(x), j^{\lambda}\left(x^{\prime}\right)\right] \delta\left(x^{0}-x^{0^{\prime}}\right)=\partial_{\mu}\left(\frac{\delta T^{\mu \nu}}{\delta A_{\lambda}^{\prime}}\right)-\frac{\delta \Delta^{v}}{\delta A_{\lambda}^{\prime}}
$$
together with reciprocity to derive the ETC of Eqs. (1). In this treatment, $\left[j^{i}, T^{00}\right]$ follows directly without use of the Jacobi identity,
in contrast to the derivation in text. Using $\delta T^{\mu \nu} / \delta A_{0}^{\prime}=2 \delta j^{0^{\prime}} / \delta g_{\mu \nu}=0$ and the above form for $\Delta^{\mu}$, immediately yields Eqs. (1a) and (1b). Likewise, from $\delta T^{0 v} / \delta A_{k}^{\prime}=2 \delta j^{k^{\prime}} / \delta g_{0 v}=-\delta^{4}\left(x-x^{\prime}\right)\left[\delta^{v^{0}} j^{k}+\delta^{\nu k j}{ }^{0}\right]$ and $\Delta^{0}$, we obtain Eq. (1c).
${ }^{11}$ Equation (7) follows equivalently from Schwinger's relation.
$$
-i \int d^{4} x^{\prime}\left[A(x), \delta\left[\left(x^{\prime}\right)\right] \delta\left(x^{0}-x^{0^{\prime}}\right)=\partial_{0} \delta^{\prime} A(x)-\delta^{\prime} B(x)\right.
$$
valid whenever the relation $\partial_{0} A=B$ is maintained for arbitrary variations of the external field, indicated by $\delta^{\prime}$. In particular, take $A=j^{\mathrm{o}}, B=-\partial_{i} j^{i}$, and $\delta^{\prime}=\delta_{g}$, and interchange $\partial_{i}$ and $\delta^{\prime}$, which, unlike a $\partial_{0}-\delta^{\prime}$ interchange, is valid.
${ }^{12}$ Had we used, for spin 0 , the "new improved" stress tensor, $\theta_{\mu v}$ [C. G. Callan, Jr., S. Coleman, and R. Jackiw, Ann. Phys. (N.Y.) 59, 42 (1970)], corresponding to a nonminimal gravitational coupling $R \boldsymbol{\phi}^{*} \phi$, our results would have been unaltered (in agreement with direct computation) because the additional term remains $A_{\mu}$ independent, just like a mass term (despite the presence of second derivatives in $R$ ).
${ }^{13}$ Jackiw ${ }^{3}$ showed that Eqs. (1a) and (1b) hold for the canonical stress tensor. From our point of view, they may be derived by the type of argument in the discussion of Eq. (10) in text.
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#### Abstract

We present here exact analytic results for random walks on one-dimensional lattices with nonnearest neighbor transitions. After deriving the generating function for such lattices with and without boundaries, we have calculated a number of moment properties (mean first passage times to absorption, mean recurrence times and their dispersion, mean excursion from the origin, etc.) for random walks with next-nearest neighbor transitions and for random walks with exponentially distributed step length. In the latter case, variation of one of the parameters permits us to cover the whole range of step lengths from nearest neighbor transitions to steps of any finite length $l$. Since we have obtained explicit expressions for the generating function for these walks, any additional desired moment properties can readily be calculated. Among the interesting results of this study are: (1) The moment results for random walks with nextnearest neighbor transitions differ from the analogous nearest neighbor results at most by a factor of $O(1)$; (2) the one-dimensional moment results for walks with arbitrary step length differ from the analogous one-dimensional results for walks with nearest neighbor transitions by several orders of magnitude; (3) the mean time to absorption for a random walker with equal probabilities for steps of arbitrary length in one dimension agrees to within a factor of $O(1)$ with the mean time for absorption for a random walker with nearest neighbor steps in three dimensions; (4) the mean time to absorption for a random walker with equal probabilities for steps of arbitrary lengths is independent of the dimensionality of the lattice.


## I. INTRODUCTION

Previous work on random walks on lattices has been limited to nearest neighbor transitions. The modern techniques in this field have been developed by Montroll and his co-workers ${ }^{1-5}$ and have been applied by them to a number of problems in 1-D, 2-D, and 3-D lattices.

There is, however, a large class of physical problems which cannot be correctly described by random walks with transitions only between nearest neighbor states. Some examples are: rotational relaxation with transi-
tions between rotational levels with $|\Delta J|>1$, vibrational relaxation with transitions between vibrational levels with $|\Delta v|>1$, stochastic theory of chromatography with a variable absorption length along the column, surface diffusion, and exciton diffusion. In general, stochastic processes where the transitions in the appropriate space (coordinate, energy, momentum, etc.) are due to strong interactions should be described by random walks involving transitions of longer "range" than the usual nearest neighbor case. It is clear, therefore, that it would be very useful to
${ }^{6}$ S. Deser and L. K. Morrison, J. Math. Phys. 11, 596 (1970).
${ }^{7}$ For these, see D. N. Levin, thesis, Harvard University, 1970, and Ref. 8.
${ }^{8}$ For explicit calculations, see, for example, H. Genz and J. Katz, UCRL, Report No. UCRL-19438, 1969.
${ }^{9}$ See J. Schwinger, Phys. Rev. 130, 406, 800 (1963) for spin $\frac{3}{2}$. Spin 2 is treated by C. Aragone, Nuovo Cimento 64A, 841 (1969), and C. Aragone and S. Deser, Nuovo Cimento (in press).
${ }^{10}$ The converse route is also possible: Although the stress tensor is no longer conserved in an external $A_{\mu}$ field (which also acts as a preferred vector destroying general coordinate invariance), its nonconservation is model independent. For an arbitrary system, one has (S. Deser, Nuovo Cimento, to be published),

$$
\mathcal{G}^{\mu \nu} ; v=-F^{\mu} j^{\nu}
$$

or, at $g=\eta, \Delta^{\mu} \equiv T^{\mu \nu}, \nu=F_{\nu}{ }^{\mu} j^{\nu}$. This gives $\delta \Delta^{\mu} / \delta A_{\lambda}$ explicitly at $A^{\mu}=0$. One may then make use of the easily derived relation

$$
-i\left[T^{0 v}(x), j^{\lambda}\left(x^{\prime}\right)\right] \delta\left(x^{0}-x^{0^{\prime}}\right)=\partial_{\mu}\left(\frac{\delta T^{\mu \nu}}{\delta A_{\lambda}^{\prime}}\right)-\frac{\delta \Delta^{v}}{\delta A_{\lambda}^{\prime}}
$$

together with reciprocity to derive the ETC of Eqs. (1). In this treatment, $\left[j^{i}, T^{00}\right]$ follows directly without use of the Jacobi identity,
in contrast to the derivation in text. Using $\delta T^{\mu \nu} / \delta A_{0}^{\prime}=2 \delta j^{0^{\prime}} / \delta g_{\mu \nu}=0$ and the above form for $\Delta^{\mu}$, immediately yields Eqs. (1a) and (1b). Likewise, from $\delta T^{0 v} / \delta A_{k}^{\prime}=2 \delta j^{k^{\prime}} / \delta g_{0 v}=-\delta^{4}\left(x-x^{\prime}\right)\left[\delta^{v^{0}} j^{k}+\delta^{\nu k j}{ }^{0}\right]$ and $\Delta^{0}$, we obtain Eq. (1c).
${ }^{11}$ Equation (7) follows equivalently from Schwinger's relation.

$$
-i \int d^{4} x^{\prime}\left[A(x), \delta\left[\left(x^{\prime}\right)\right] \delta\left(x^{0}-x^{0^{\prime}}\right)=\partial_{0} \delta^{\prime} A(x)-\delta^{\prime} B(x)\right.
$$

valid whenever the relation $\partial_{0} A=B$ is maintained for arbitrary variations of the external field, indicated by $\delta^{\prime}$. In particular, take $A=j^{\mathrm{o}}, B=-\partial_{i} j^{i}$, and $\delta^{\prime}=\delta_{g}$, and interchange $\partial_{i}$ and $\delta^{\prime}$, which, unlike a $\partial_{0}-\delta^{\prime}$ interchange, is valid.
${ }^{12}$ Had we used, for spin 0 , the "new improved" stress tensor, $\theta_{\mu v}$ [C. G. Callan, Jr., S. Coleman, and R. Jackiw, Ann. Phys. (N.Y.) 59, 42 (1970)], corresponding to a nonminimal gravitational coupling $R \boldsymbol{\phi}^{*} \phi$, our results would have been unaltered (in agreement with direct computation) because the additional term remains $A_{\mu}$ independent, just like a mass term (despite the presence of second derivatives in $R$ ).
${ }^{13}$ Jackiw ${ }^{3}$ showed that Eqs. (1a) and (1b) hold for the canonical stress tensor. From our point of view, they may be derived by the type of argument in the discussion of Eq. (10) in text.
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#### Abstract

We present here exact analytic results for random walks on one-dimensional lattices with nonnearest neighbor transitions. After deriving the generating function for such lattices with and without boundaries, we have calculated a number of moment properties (mean first passage times to absorption, mean recurrence times and their dispersion, mean excursion from the origin, etc.) for random walks with next-nearest neighbor transitions and for random walks with exponentially distributed step length. In the latter case, variation of one of the parameters permits us to cover the whole range of step lengths from nearest neighbor transitions to steps of any finite length $l$. Since we have obtained explicit expressions for the generating function for these walks, any additional desired moment properties can readily be calculated. Among the interesting results of this study are: (1) The moment results for random walks with nextnearest neighbor transitions differ from the analogous nearest neighbor results at most by a factor of $O(1)$; (2) the one-dimensional moment results for walks with arbitrary step length differ from the analogous one-dimensional results for walks with nearest neighbor transitions by several orders of magnitude; (3) the mean time to absorption for a random walker with equal probabilities for steps of arbitrary length in one dimension agrees to within a factor of $O(1)$ with the mean time for absorption for a random walker with nearest neighbor steps in three dimensions; (4) the mean time to absorption for a random walker with equal probabilities for steps of arbitrary lengths is independent of the dimensionality of the lattice.


## I. INTRODUCTION

Previous work on random walks on lattices has been limited to nearest neighbor transitions. The modern techniques in this field have been developed by Montroll and his co-workers ${ }^{1-5}$ and have been applied by them to a number of problems in 1-D, 2-D, and 3-D lattices.

There is, however, a large class of physical problems which cannot be correctly described by random walks with transitions only between nearest neighbor states. Some examples are: rotational relaxation with transi-
tions between rotational levels with $|\Delta J|>1$, vibrational relaxation with transitions between vibrational levels with $|\Delta v|>1$, stochastic theory of chromatography with a variable absorption length along the column, surface diffusion, and exciton diffusion. In general, stochastic processes where the transitions in the appropriate space (coordinate, energy, momentum, etc.) are due to strong interactions should be described by random walks involving transitions of longer "range" than the usual nearest neighbor case. It is clear, therefore, that it would be very useful to
extend the present theory of random walks to step. lengths of arbitrary size.
We present here exact analytic results for random walks with next-nearest neighbor transitions and with exponentially distributed step lengths for onedimensional lattices with and without boundaries, using the generating function method developed by Montroll. ${ }^{1}$ The emphasis in this paper is on development of techniques and methodology rather than on applications. We believe that these results can readily be extended to two and three dimensions and we plan to present such results in a subsequent paper.

## II. SYMMETRIC NEXT-NEAREST NEIGHBOR <br> RANDOM WALK

## A. Generating Function on Perfect Infinite Lattice and on Perfect $N$-ring

In this and subsequent sections we shall use the following notation:
$p\left(l_{i}, l_{j}\right)$ is the probability that the random walker makes a step from site $l_{i}$ to site $l_{j}$.
$P_{n}\left(l-l_{0}\right)$ is the probability that the random walker starting at site $l=l_{0}$ is at site $l$ after the $n$th step on an infinite perfect lattice, i.e., a lattice without traps and boundaries.
The probabilities $p\left(l_{i}, l_{j}\right)$ and $P_{n}\left(l-l_{0}\right)$ have the properties

$$
\begin{align*}
\sum_{l_{i}} p\left(l_{i}, l_{j}\right) & =\sum_{l_{j}} p\left(l_{i}, l_{j}\right)=1,  \tag{1}\\
\sum_{l} P_{n}\left(l-l_{0}\right) & =1 \tag{2}
\end{align*}
$$

The generating function $G\left(z, l-l_{0}\right)$ is defined as

$$
\begin{equation*}
G\left(z, l-l_{0}\right) \equiv \sum_{n=0}^{\infty} z^{n} P_{n}\left(l-l_{0}\right) . \tag{3}
\end{equation*}
$$

We consider only random walks for which, on a perfect infinite lattice, $p\left(l_{i}, l_{j}\right)$ depends only on the difference $\left(l_{i}-l_{j}\right)$. For a walker starting at the origin $l_{0} \equiv 0$, the probability $P_{n}(l)$ is the coefficient of $e^{i l \phi}$ in the expression ${ }^{1}$

$$
\begin{equation*}
\lambda^{n}(\phi) \equiv\left(\sum_{k=-\infty}^{\infty} p(k) e^{i k \phi}\right)^{n}, \quad k=l_{i}-l_{j} \tag{4}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
P_{n}(l)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \lambda^{n}(\phi) e^{-i l \phi} d \phi \tag{5}
\end{equation*}
$$

The generating function $G(z, l)$ is then

$$
\begin{align*}
G(z, l) & =\frac{1}{2 \pi} \sum_{n=0}^{\infty} z^{n} \int_{-\pi}^{\pi} \lambda^{n}(\phi) e^{-i l \phi} d \phi \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{e^{-i l \phi}}{1-z \lambda(\phi)} d \phi . \tag{6}
\end{align*}
$$

For the next-nearest neighbor symmetric random walk we write

$$
\begin{align*}
p\left(l_{i}-l_{j}\right) & =\frac{1}{2}(1-\alpha), & & \text { for } \quad\left|l_{i}-l_{j}\right|=1, \\
& =\frac{1}{2} \alpha, & & \text { for }\left|l_{i}-l_{j}\right|=2,  \tag{7}\\
& =0, & & \text { otherwise, }
\end{align*}
$$

where $0 \leq \alpha \leq 1$. Using Eqs. (3)-(7) leads to the generating function

$$
\begin{align*}
& G(z, l, \alpha) \\
& \quad=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{e^{-i l \phi}}{1-z[(1-\alpha) \cos \phi+\alpha \cos 2 \phi]} d \phi . \tag{8}
\end{align*}
$$

The evaluation of this integral, which is detailed in Appendix A, yields

$$
\begin{align*}
& G(z, l, \alpha)=\frac{2}{z \alpha\left(s_{4}-s_{3}\right)}\left(\frac{s_{3}^{|l|+1}}{\left(s_{3}-s_{1}\right)\left(s_{3}-s_{2}\right)}\right. \\
&\left.-\frac{s_{4}^{\mid l+1}}{\left(s_{4}-s_{1}\right)\left(s_{4}-s_{2}\right)}\right), \tag{9}
\end{align*}
$$

where

$$
\begin{align*}
& s_{1}=((\alpha-1) / 4 \alpha)\left[1+\left(1+y_{-}\right)^{\frac{1}{2}}\right]\left[1+\left(1+y_{+}\right)^{\frac{1}{2}}\right], \\
& s_{2}=((\alpha-1) / 4 \alpha)\left[1+\left(1+y_{-}\right)^{\frac{1}{2}}\right]\left[1-\left(1+y_{+}\right)^{\frac{1}{2}}\right], \\
& s_{3}=((\alpha-1) / 4 \alpha)\left[1-\left(1+y_{-}\right)^{\frac{1}{2}}\right]\left[1+\left(1+y_{+}\right)^{\frac{1}{2}}\right], \\
& s_{4}=((\alpha-1) / 4 \alpha)\left[1-\left(1+y_{-}\right)^{\frac{1}{2}}\right]\left[1-\left(1+y_{+}\right)^{\frac{1}{2}}\right], \tag{10}
\end{align*}
$$

and where

$$
\begin{equation*}
y_{ \pm}=\frac{4 \alpha}{z(1-\alpha)^{2}}\left\{(1-z \alpha) \pm[(1-z)(1+z-2 \alpha z)]^{\frac{1}{2}}\right\} . \tag{11}
\end{equation*}
$$

The generating function $G(z, l, \alpha)$ of Eq. (9) is particularly useful for random walks on an infinite lattice. For random walks involving absorbing boundaries it is convenient to work on a closed ring of $N$ lattice sites. For such an " $N$-ring," the generating function $G_{N}(z, l, \alpha)$ is ${ }^{1}$

$$
\begin{equation*}
G_{N}(z, l, \alpha)=\sum_{m=-\infty}^{\infty} G(z, l+m N, \alpha) \tag{12}
\end{equation*}
$$

From Eq. (9) it then follows that

$$
\begin{align*}
& G_{N}(z, l, \alpha) \\
& \quad=\frac{2}{z \alpha\left(s_{4}-s_{3}\right)}\left[\frac{s_{3}}{\left(s_{3}-s_{1}\right)\left(s_{3}-s_{2}\right)}\left(\frac{s_{3}^{|l|}+s_{3}^{N-|l|}}{1-s_{3}^{N}}\right)\right. \\
&  \tag{13}\\
& \left.\quad-\frac{s_{4}}{\left(s_{4}-s_{1}\right)\left(s_{4}-s_{2}\right)}\left(\frac{s_{4}^{|l|}+s_{4}^{N-|l|}}{1-s_{4}^{N}}\right)\right] .
\end{align*}
$$

The symbols $|l|$ and $N-|l|$ in Eq. (13) label the same site on an $N$-ring.


Fig. 1(a). One-dimensional chain. In a nearest and next-nearest neighbor random walk, the mean first passage time for a walker starting at site $l=l_{0}$ to cross the boundary sites $l_{1}$ and $N+l_{1}-1$ is equal to the mean time for the walker to be absorbed at any one of four trap sites $l_{1}, l_{1}-1, N+l_{1}-1$, and $N+l_{1}$.

## B. Mean First Passage Times

We are now in a position to calculate various specific results for a random walk on a one-dimensional lattice with and without boundaries for our model of nearest and next-nearest neighbor step lengths. We will first calculate the mean time required (i.e., the average number of steps) for a random walker starting at lattice site $l_{0}$ to cross for the first time the boundaries $l_{1}$ and $\left(N+l_{1}-1\right)$ of an interval containing $N$ sites [see Fig. 1(a)]. Since the random walker can make steps to next-nearest sites, the "crossing" of the boundary points $l_{1}$ and ( $N+l_{1}-1$ ) can take place either by stepping on these points or by crossing over these points and stepping on the points ( $l_{1}-1$ ) and ( $N+l_{1}$ ). Figure 1 (b) shows the equivalence of the " $N$-ring" formulation of this problem with that on an open lattice. The problem of mean first passage times as formulated above is completely equivalent to the calculation of a "mean time to absorption" or a "mean time to trapping." We shall discuss mean first passage times throughout this paper in terms of mean time to trapping.
Let $Q_{n}\left(l-l_{0}\right)$ be the probability that a walker starting at site $l=l_{0}$ reaches point $l$ on the $n$th step in the presence of the absorbing points $l_{1}-1$ and $l_{1}$ on an open lattice [see Figs. 2(a) and 2(b)]. The probability that the walker has not been trapped by the $n$th step is

$$
\sum_{l \neq l_{1}, l_{1}-1} Q_{n}\left(l-l_{0}\right)
$$

The probability that he is trapped on or before the $n$th step is

$$
\left(1-\sum_{l \neq l_{1, l_{1}-1}} Q_{n}\left(l-l_{0}\right)\right) .
$$



Fig. 1(b). One-dimensional $N$-ring. The mean absorption time of Fig. 1(a) is equal to the mean absorption time of a walker starting at site $l_{0}$ with traps at sites $l_{1}$ and $l_{1}-1$.


Frg. 2(a). Schematic of nearest and next-nearest neighbor stepping probabilities on an infinite one-dimensional chain. The solid lines connect nearest neighbor sites between which the walker can step with probability $\frac{1}{2}(1-\alpha)$ in the directions indicated by the arrows. The broken lines connect next-nearest neighbor sites between which the walker can step with probability $\frac{1}{2} \alpha$.
The probability that he is trapped on the $n$th step is then

$$
\left(1-\sum_{i \neq l_{1}, l_{1}-1} Q_{n}\left(l-l_{0}\right)\right)-\left(1-\sum_{i \neq l_{1}, l_{1}-1} Q_{n-1}\left(l-l_{0}\right)\right)
$$

The average number of steps required for trapping is

$$
\begin{equation*}
{ }_{2} \bar{n}_{a}\left(l_{0}, l_{1}\right)=\sum_{n=1}^{\infty} n \sum_{l \neq l_{1}, l_{1}-1}\left[Q_{n-1}\left(l-l_{0}\right)-Q_{n}\left(l-l_{0}\right)\right], \tag{14}
\end{equation*}
$$

where the subscript 2 denotes the two trapping sites. In terms of the generating function

$$
\begin{equation*}
F\left(z, l-l_{0}, \alpha\right) \equiv \sum_{n=0}^{\infty} z^{n} Q_{n}\left(l-l_{0}\right) \tag{15}
\end{equation*}
$$

we have

$$
\begin{equation*}
{ }_{2} \bar{n}_{a}\left(l_{0}, l_{1}\right)=-\frac{\partial}{\partial z}\left((1-z) \sum_{l \neq l_{1}, l_{1}-1} F\left(z, l-l_{0}, \alpha\right)\right)_{z=1} . \tag{16}
\end{equation*}
$$

Since

$$
\begin{equation*}
\sum_{l} Q_{n}\left(l-l_{0}\right)=1, \tag{17}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\sum_{l} F\left(z, l-l_{0}, \alpha\right)=\sum_{n=0}^{\infty} z^{n} \sum_{l} Q_{n}\left(l-l_{0}\right)=1 /(1-z) . \tag{18}
\end{equation*}
$$

Equation (16) can thus be rewritten as

$$
\begin{align*}
&{ }_{2} \bar{n}_{x}\left(l_{0}, l_{1}\right)=\frac{\partial}{\partial z}\left\{( 1 - z ) \left[F\left(z, l_{1}-l_{0}, \alpha\right)\right.\right. \\
&\left.\left.\quad+F\left(z, l_{1}-1-l_{0}, \alpha\right)\right]\right\}_{z=1} . \tag{19}
\end{align*}
$$



Fig. 2(b). Schematic of nearest and next-nearest neighbor stepping probabilities on an infinite one-dimensional chain with traps at sites $l_{1}$ and $l_{1}-1$. The starting point of the walker is at any site $l>l_{1}$.

On an $N$-ring [Fig. 1(b)] we have

$$
\begin{align*}
{ }_{2} \bar{n}_{\alpha}\left(l_{0}, l_{1}\right)= & \frac{\partial}{\partial z}\left\{( 1 - z ) \left[F_{N}\left(z, l_{1}-l_{0}, \alpha\right)\right.\right. \\
& \left.\left.+F_{N}\left(z, l_{1}-1-l_{0}, \alpha\right)\right]\right\}_{z=1} \tag{20}
\end{align*}
$$

where $F_{N}\left(z, l-l_{0}, \alpha\right)$ is the generating function for walks on an $N$-ring with two trapping sites. In Appendix $B$ we derive the general relation between the generating function $F_{N}\left(z, l-l_{0}, \alpha\right)$ and the generating function $G_{V}(z, l, \alpha)$ of Eq. (13). For the special case of $l=l_{1}$ and $l=l_{1}-1$ required for the evaluation of Eq. (20) this relation becomes

$$
\begin{align*}
& F_{N}\left(z, l_{1}-l_{0}, \alpha\right)+F_{N}\left(z, l_{1}-1-l_{0}, \alpha\right) \\
& \quad=\frac{G_{N}\left(z, l_{1}-l_{0}, \alpha\right)+G_{N}\left(z, l_{1}-1-l_{0}, \alpha\right)}{(1-z)\left[G_{N}(z, 0, \alpha)+G_{N}(z, 1, \alpha)\right]} \tag{21}
\end{align*}
$$

Using the result (13) for $G_{N}(z, l, \alpha)$ or its expansion in powers of $(1-z)$ given by

$$
\begin{align*}
& G_{N}(z, l, \alpha) \\
& \sim \frac{1}{N(1-z)}+\frac{N^{2}-6 N|l|+6 l^{2}}{6 N(1+3 \alpha)}-\frac{(15 \alpha+1)}{6 N(1+3 \alpha)^{2}} \\
&+\frac{2 \alpha\left(X^{|l|}+X^{N-|l|}\right)[(1+3 \alpha)(1-\alpha)]^{\frac{1}{2}}}{\left(1-X^{N}\right)(1+3 \alpha)^{2}(1-\alpha)} \\
& \quad+o(1-z) \tag{22}
\end{align*}
$$

where

$$
\begin{equation*}
X=-(1 / 2 \alpha)\left\{1+\alpha-[(1+3 \alpha)(1-\alpha)]^{\frac{1}{2}}\right\}, \tag{23}
\end{equation*}
$$

we then find from Eq. (20) that

$$
\begin{align*}
{ }_{2} \bar{n}_{\alpha}\left(l_{0}, l_{1}\right)= & \frac{\left(\left|l_{1}-l_{0}-1\right|\right)\left(N-\left|l_{1}-l_{0}\right|\right)}{(1+3 \alpha)} \\
& +\alpha N \frac{[(1+3 \alpha)(1-\alpha)]^{\frac{1}{2}}}{(1+3 \alpha)^{2}(1-\alpha)} \frac{(1+X)}{\left(1-X^{N}\right)} \\
& \times\left(1+X^{N-1}-X^{\left|l_{1}-l_{0}-1\right|}-X^{N-\left|l_{1}-l_{0}\right|}\right) . \tag{24}
\end{align*}
$$

Averaging Eq. (24) over the starting point $l=l_{0}$ yields

$$
\begin{align*}
{ }_{2}\langle n\rangle_{\alpha} \equiv & \frac{1}{N-2} \sum_{l_{0} \neq l_{l_{1}, l_{1}-1}^{2}} \bar{n}_{\alpha}\left(l_{0}, l_{1}\right) \\
= & \frac{N^{3}}{6(1+3 \alpha)(N-2)} \\
& \times\left(1-\frac{3[(1+3 \alpha)(1-\alpha)]^{\frac{1}{2}}}{N(1+3 \alpha)} \frac{\left(1+X^{N}\right)}{\left(1-X^{N}\right)}\right. \\
& \left.+\frac{2(1-3 \alpha)}{N^{2}(1+3 \alpha)}\right) \tag{25}
\end{align*}
$$

In the limit $N \rightarrow \infty$, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\langle n\rangle_{\alpha} \rightarrow \frac{N^{2}}{6(1+3 \alpha)} . \tag{26}
\end{equation*}
$$

The above results should be compared with the corresponding results for nearest neighbor random walks on an $N$-ring with one trapping point ${ }^{1,6}$ :

$$
\begin{gather*}
{ }_{1} \bar{n}\left(l_{0}, l_{1}\right)=\left(\left|l_{1}-l_{0}\right|\right)\left(N-\left|l_{1}-l_{0}\right|\right),  \tag{27}\\
{ }_{1}\langle n\rangle \equiv \frac{1}{N-1} \sum_{l_{0} \neq l_{1}}{ }_{1} \bar{n}\left(l_{0}, l_{1}\right)=\frac{N(N+1)}{6}, \tag{28}
\end{gather*}
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty}{ }_{1}\langle n\rangle \rightarrow N^{2} / 6 . \tag{29}
\end{equation*}
$$

For $\alpha=0$, which corresponds to the pure nearest neighbor random walk, Eqs. (24)-(26) reduce to Eqs. (27)-(29) as they should.

The case $\alpha=1$, which corresponds to a random walk with next-nearest neighbor transitions only, must be considered separately. The generating function $G(z, l, \alpha)$ on an infinite lattice given by Eq. (9) continuously approaches, as $\alpha \rightarrow 1$, that of a nearest neighbor random walk on an infinite lattice ${ }^{1}$ in which only every other lattice site is available to the walker:

$$
\begin{align*}
\lim _{\alpha \rightarrow 1} G(z, l, \alpha) & \rightarrow \frac{1}{\left(1-z^{2}\right)^{\frac{1}{2}}}\left(\frac{1-\left(1-z^{2}\right)^{\frac{1}{2}}}{z}\right)^{|l / 2|}, \\
& \rightarrow 0, \quad l \text { odd. } \tag{30}
\end{align*}
$$

The generating function $G_{N}(z, l, \alpha)$ on an $N$-ring given by Eqs. (13) and (22) is discontinuous at $\alpha=1$. For $0 \leq \alpha<1$, the walker has $N$ sites available. At $\alpha=1$, two situations can occur. If $N$ is even, the walker can only step on $N / 2$ of the sites, thus performing effectively a nearest neighbor random walk on a ring which is half as long as the original $N$-ring. If $N$ is odd, all the sites are available to the walker, but half of them can only be reached after making a full circuit on the other half. From Eq. (26) which has no discontinuity as $\alpha \rightarrow 1$, we find

$$
\begin{equation*}
{ }_{2}\langle n\rangle_{x=1} \rightarrow N^{2} / 24 . \tag{3}
\end{equation*}
$$

The mean first passage times for trapping for nearest and for next-nearest neighbor random walks thus differ at most by a factor of 4 . This result is intuitively obvious [e.g., see Eq. (29)] in that for a finite interval of $N$ lattice sites, the walker has only $N / 2$ sites available in the limiting case of the pure next-nearest neighbor random walk.

In the above development we have discussed mean first passage times where the events to be counted were the arrival of the random walker at a boundary point or his crossing over the boundary point. We will now discuss the problem of mean first passage time for the case where the random walker must

step on the boundary point. In nearest neighbor random walks there is no need to make this distinction; there is, however, a need to make such a distinction for random walks involving transitions to next nearest sites. It is intuitively clear even before making the detailed calculation that the mean first passage time for stepping on a given lattice site will be considerably longer than that for stepping or crossing that lattice site for finite $N$. To develop these results we use the $N$-ring shown in Fig. 3, with the random walker starting at $l=l_{0}$ and arriving at $l=l_{1}$ for the first time. (The mean first passage time for stepping on a particular lattice site on an infinite open lattice is clearly infinite.) The mean recurrence time is just a special case of the above with $l_{1}=l_{0}$.

Let $D_{n}\left(l-l_{0}\right)$ be the probability that a walker starting at site $l=l_{0}$ reaches point $l$ on the $n$th step for the first time on an "open" lattice. The probability $D_{n}\left(l-l_{0}\right)$ can be related to the probability $P_{n}\left(l-l_{0}\right)$ of Sec. IIA by ${ }^{1}$

$$
\begin{equation*}
P_{n}\left(l-l_{0}\right)=\sum_{j=1}^{n} D_{j}\left(l-l_{0}\right) P_{n-j}(0), \tag{32}
\end{equation*}
$$

where $P_{n-j}(0)$ is the probability that a walker starting at any lattice site $l$ returns to the same site $l$ after $n-j$ steps. Equation (32) expresses the fact that a walker can arrive at site $l$ after $n$ steps by arriving there for the first time after $j$ steps and returning to site $l$ in $n-j$ steps. We define the generating function $E\left(z, l-l_{0}, \alpha\right)$ by

$$
\begin{equation*}
E\left(z, l-l_{0}, \alpha\right) \equiv \sum_{n=1}^{\infty} z^{n} D_{n}\left(l-l_{0}\right) . \tag{33}
\end{equation*}
$$

Multiplying Eq. (33) by $z^{n}$ and summing from $n=1$ to $n=\infty$ gives, where $\delta_{l, l_{0}}$ is the Kronecker delta,

$$
\begin{align*}
\sum_{n=1}^{\infty} z^{n} P_{n}\left(l-l_{0}\right)=G(z & \left., l-l_{0}, \alpha\right)-\delta_{l, l_{0}} \\
& =\sum_{n=1}^{\infty} \sum_{j=1}^{n} z^{j} D_{j}\left(l-l_{0}\right) z^{n-j} P_{n-j}(0) \\
& =\sum_{j=1}^{\infty} \sum_{m=0}^{\infty} z^{j} D_{j}\left(l-l_{0}\right) z^{m} P_{m}(0) \\
& =E\left(z, l-l_{0}, \alpha\right) G(z, 0, \alpha) . \tag{34}
\end{align*}
$$

Solving for $E\left(z, l-l_{0}, \alpha\right)$ yields

$$
\begin{equation*}
E\left(z, l-l_{0}, \alpha\right)=\frac{G\left(z, l-l_{0}, \alpha\right)-\delta_{l, l_{0}}}{G(z, 0, \alpha)} . \tag{35}
\end{equation*}
$$

On an $N$-ring

$$
\begin{equation*}
E_{N}\left(z, l-l_{0}, \alpha\right)=\frac{G_{N}\left(z, l-l_{0}, \alpha\right)-\delta_{l, l_{0}}}{G_{N}(z, 0, \alpha)} . \tag{36}
\end{equation*}
$$

The mean first passage time for arriving at site $l=l_{1}$ is

$$
\begin{equation*}
{ }_{1} \bar{n}_{\alpha}\left(l_{0}, l_{1}\right)=\left.\frac{\partial}{\partial z} E_{N}\left(z, l_{1}-l_{0}, \alpha\right)\right|_{z=1} . \tag{37}
\end{equation*}
$$

For $l_{1} \neq l_{0}$ we have

$$
\begin{equation*}
{ }_{1} \bar{n}_{\alpha}\left(l_{0}, l_{1}\right)=\left.\frac{\partial}{\partial z} \frac{G_{N}\left(z, l_{1}-l_{0}, \alpha\right)}{G_{N}(z, 0, \alpha)}\right|_{z=1}, \tag{38}
\end{equation*}
$$

where the subscript 1 denotes the one trapping site. For $l_{1}=l_{0}$ we have

$$
\begin{equation*}
{ }_{1} \bar{n}_{\alpha}\left(l_{0}, l_{0}\right)=-\left.\frac{\partial}{\partial z} \frac{1}{G_{N}(z, 0, \alpha)}\right|_{z=1} \tag{39}
\end{equation*}
$$

where ${ }_{1} \bar{n}_{\alpha}\left(l_{0}, l_{0}\right)$ is the mean recurrence time. Using $G_{N}\left(z, l-l_{0}, \alpha\right)$ of Eq. (22), we obtain

$$
\begin{align*}
{ }_{1} \bar{n}_{\alpha}\left(l_{0}, l_{1}\right)= & \frac{\left(\left|l_{1}-l_{0}\right|\right)\left(N-\left|l_{1}-l_{0}\right|\right)}{(1+3 \alpha)} \\
& +\frac{2 N \alpha[(1+3 \alpha)(1-\alpha)]^{\frac{1}{2}}}{(1+3 \alpha)^{2}(1-\alpha)} \\
& \times \frac{\left(1+X^{N}-X^{\left|l_{1}-l_{0}\right|}-X^{v-\left|l_{1}-l_{0}\right|}\right)}{\left(1-X^{N}\right)}, \tag{40}
\end{align*}
$$

where $X$ is defined in Eq. (23). Averaging Eq. (40) over starting points $l=l_{0}$ of the walker yields

$$
\begin{align*}
{ }_{1}\langle n\rangle_{\alpha} \equiv & \frac{1}{N-1} \sum_{l_{0} \neq l_{1}} \bar{n}_{\alpha}\left(l_{0}, l_{1}\right) \\
= & \frac{N^{3}}{6(1+3 \alpha)(N-1)} \\
& \times\left(1+\frac{12[(1+3 \alpha)(1-\alpha)]^{\frac{1}{2}}\left(1+X^{N}\right)}{N(1-\alpha)(1+3 \alpha)\left(1-X^{N}\right)}\right. \\
& \left.-\frac{15 \alpha+1}{N^{2}(1+3 \alpha)}\right) \tag{41}
\end{align*}
$$

In the limit as $N \rightarrow \infty$, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\langle n\rangle_{\alpha} \rightarrow \frac{N^{2}}{6(1+3 \alpha)}, \tag{42}
\end{equation*}
$$

which is asymptotically identical with ${ }_{2}\langle n\rangle_{\alpha}$ of Eq. (26). The corresponding results for the mean first passage times for the pure nearest neighbor random walk are given by Eqs. (27)-(29).

As we mentioned earlier, we would expect for finite $N$ that the mean first passage time for stepping on a particular lattice site is longer than that for stepping on or crossing that lattice site. In the former case, on an $N$-ring, the walker could circle the ring several
times in either or both directions before actually stepping on the particular site, whereas in the case of stepping on or crossing the site the walker cannot circumnavigate the ring and is clearly trapped more quickly. From Eqs. (25) and (41) it follows that

$$
\begin{equation*}
{ }_{1}\langle n\rangle_{\alpha}-{ }_{2}\langle n\rangle_{\alpha}=N g(\alpha)+f(\alpha)>0 \tag{43}
\end{equation*}
$$

for $\alpha \neq 0$. For $\alpha=0$, which corresponds to the pure nearest neighbor random walk, $g(\alpha)=f(\alpha)=0$, and ${ }_{1}\langle n\rangle_{0}={ }_{2}\langle n\rangle_{0}$ as should be the case.
For the mean recurrence time we find from Eq. (39)

$$
\begin{equation*}
{ }_{1} \bar{n}_{a}\left(l_{0}, l_{0}\right)=N, \quad 0 \leq \alpha<1 . \tag{44}
\end{equation*}
$$

This result is a special case of a general theorem on recurrence times in Markoff chains. ${ }^{1}$ As applied to random walks, it states that the mean recurrence time of a random walker is equal to the total number of sites available to the walker, independently of the dimensionality of the walk and of the form of the stepping probability function $p\left(l_{i}-l_{j}\right)$. For the pure next-nearest neighbor random walk with $\alpha=1$ we find ${ }_{1} \bar{n}_{a}\left(l_{0}, l_{0}\right)=N / 2$ for $N$ even and ${ }_{1} \bar{n}_{a}\left(l_{0}, l_{0}\right)=N$ for $N$ odd. The dispersion in the mean recurrence time does depend very sensitively on the details of the random walk. We will evaluate this quantity for exponentially distributed steps in Sec. III.
Analogous calculations can be carried out for lattices with one or two reffecting boundaries. We will, however, postpone such calculations to a subsequent paper where we plan to discuss some physical applications.

## C. Excursion from the Origin

We now direct our attention to the "excursion" from his point of origin of our random walker on a perfect infinite lattice after a given number of steps, i.e., to the moments of $P_{n}\left(l-l_{0}\right)$ with respect to $\left(l-l_{0}\right)$. With no loss of generality we can take the starting point of the walker to be $l_{0} \equiv 0$.

The moments of $P_{n}(l)$ can be obtained from the stepping probabilities $p\left(l_{i}-l_{j}\right)$ by inverting Eq. (5) ${ }^{1}$ :

$$
\begin{equation*}
\lambda^{n}(\phi)=\sum_{l=-\infty}^{\infty} P_{n}(l) e^{i l \phi}, \tag{45}
\end{equation*}
$$

where $\lambda^{n}(\phi)$ is defined in Eq. (4). For the moments of $P_{n}(l)$ we then obtain

$$
\begin{equation*}
\sum_{l=-\infty}^{\infty} l^{m} P_{n}(l)=(-i)^{m}\left(\frac{\partial^{m}}{\partial \phi^{m}} \lambda^{n}(\phi)\right)_{\phi=0} . \tag{46}
\end{equation*}
$$

It is clear that for a symmetric random walk, i.e., $P_{n}(l)=P_{n}(-l)$, all the odd moments are zero. Thus the mean distance from the origin ( $m=1$ ) is zero.

We will therefore consider a general nearest and
next-nearest neighbor random walk using the following stepping probabilities:

$$
\begin{align*}
p\left(l_{i}-l_{j}\right) & =\beta, \text { for } l_{i}-l_{j}=2, \\
& =\gamma, \text { for } l_{i}-l_{j}=1, \\
& =\epsilon, \text { for } l_{i}-l_{j}=-1, \\
& =\eta, \text { for } l_{i}-l_{j}=-2, \\
& =0, \text { otherwise, } \tag{47}
\end{align*}
$$

where

$$
\begin{equation*}
\beta+\gamma+\epsilon+\eta=1 \tag{48}
\end{equation*}
$$

and where $\beta, \gamma, \epsilon$, and $\eta$ are $\geq 0$. Equation (4) then becomes

$$
\begin{equation*}
\lambda^{n}(\phi)=\left(\beta e^{2 i \phi}+\gamma e^{i \phi}+\epsilon e^{-i \phi}+\eta e^{-2 i \phi}\right)^{n} \tag{49}
\end{equation*}
$$

and, using Eqs. (46) and (48), we obtain

$$
\begin{align*}
\langle l\rangle \equiv & \sum_{l=-\infty}^{\infty} l P_{n}(l)=n[(2 \beta+\gamma)-(2 \eta+\epsilon)],  \tag{50}\\
\left\langle l^{2}\right\rangle \equiv & \sum_{l=-\infty}^{\infty} l^{2} P_{n}(l) \\
= & n[1+3(\beta+\eta)] \\
& \quad+n(n-1)[(2 \beta+\gamma)-(2 \eta+\epsilon)]^{2} \tag{51}
\end{align*}
$$

and, for the dispersion,

$$
\begin{align*}
\left\langle l^{2}\right\rangle- & \langle l\rangle^{2} \\
& =n\left\{1+3(\beta+\eta)-[(2 \beta+\gamma)-(2 n+\epsilon)]^{2}\right\} . \tag{52}
\end{align*}
$$

For a symmetric random walk, where $\beta=\eta=\alpha / 2$ and $\gamma=\epsilon=(1-\alpha) / 2$, we have

$$
\begin{align*}
\langle l\rangle & =0,  \tag{53}\\
\left\langle l^{2}\right\rangle & =n(1+3 \alpha) . \tag{54}
\end{align*}
$$

The corresponding results for a nearest neighbor random walk, ${ }^{1}$ with $p(1)=p, p(-1)=q=1-p$, and $p\left(l_{i}-l_{j}\right)=0$ otherwise, are

$$
\begin{align*}
\langle l\rangle_{1} & =n(p-q),  \tag{55}\\
\left\langle l^{2}\right\rangle_{1} & =n+n(n-1)(p-q)^{2},  \tag{56}\\
\left\langle l^{2}\right\rangle_{1}-\langle l\rangle_{1}^{2} & =n\left[1-(p-q)^{2}\right], \tag{57}
\end{align*}
$$

where the subscript 1 denotes the nearest neighbor results. For a symmetric nearest neighbor random walk ( $p=q=\frac{1}{2}$ )

$$
\begin{align*}
\langle l\rangle_{1} & =0,  \tag{58}\\
\left\langle l^{2}\right\rangle_{1} & =n . \tag{59}
\end{align*}
$$

Equation (50) shows that it is possible to have a zero average displacement from the origin even for an asymmetric next-nearest neighbor random walk, i.e., for $\beta+\gamma \neq \epsilon+n$. For instance, $\langle l\rangle=0$ for $\beta=\frac{3}{16}$,
$\gamma=\frac{4}{16}, \epsilon=\frac{8}{16}$, and $\eta=\frac{1}{16}$. What we wish to emphasize here is that the mean distance from the origin is. not determined solely by the total probabilities of stepping right or left, but depends on the individual probabilities for steps to nearest and next-nearest neighbor sites.
The dispersion $\left\langle l^{2}\right\rangle-\langle l\rangle^{2}$ also depends sensitively on the value of each of the stepping probability parameters in a next-nearest neighbor random walk [see Eqs. (52) and (57)]. The dispersion becomes greater when the probabilities of reaching next-nearest neighbors ( $\beta$ and $\eta$ ) increase. In a symmetric random walk [Eqs. (54), (59)] the dispersion in the nextnearest neighbor random walk is greater than that for the nearest neighbor random walk, with the ratio $\left.\left\langle l^{2}\right\rangle\right\rangle\left\langle l^{2}\right\rangle_{1}$ having a maximum value of 4 for $\alpha=1$. This is due to the fact that, in a symmetric, pure, next-nearest neighbor random walk, the walker, after $n$ steps, can be at most twice as far from the origin as in the pure nearest neighbor random walk.
A comparison of the various results presented above for nearest neighbor walks and for nearest plus next-nearest neighbor walks shows that the effect of the next-nearest neighbor step is not very large. In general, most of the mean properties, such as mean absorption times, mean excursion, etc., for the one and two step walks differ at most by a ratio of $(1+3 \alpha)$ which has a maximum value of 4 when $\alpha=1$. Certainly, there are no order of magnitude changes. However prosaic, this result is of real interest. It should lay to rest, for instance, once and for all, the ideas expressed by some authors, including one of the present ones, ${ }^{7}$ that next-nearest neighbor transitions due to variational anharmonicity of oscillators could sufficiently improve random walk calculations of the rate of dissociation of diatomic molecules to make them agree with experiments. There are a number of other examples in the literature where the possibility of next-nearest neighbor transitions has been invoked as a possible means for order magnitude changes in random walk calculations. It is now clear that this assumption is not correct.
If next-nearest neighbor transitions do not produce any dramatic effects, the question of course presents itself as to the effect of very long jumps in random walk calculations. Some years ago, Shuler and Weiss ${ }^{8}$ showed via computer calculations that order of magnitude effects can be obtained in mean first passage times by the use of exponentially distributed jump probabilities of the form $p(l)=c e^{-\alpha l}$. We were unable at that time to effect an analytic solution of our random walk problem. The powerful new methods developed by Montroll ${ }^{1-4}$ since that time now per-
mits one to carry out such an analytical treatment for random walks with very long steps. The next section is devoted to developing the analytical result for such random walks using the above exponentially distributed jump probabilities.

## III. RANDOM WALK WITH EXPONENTIALLY DISTRIBUTED STEP LENGTHS

## A. Generating Function on Perfect Infinite Lattice and on Perfect $N$-Ring

On a perfect infinite lattice we use the stepping probabilities $p\left(l_{i}, l_{j}\right)$ for the random walker:

$$
\begin{align*}
p\left(l_{i}-l_{j}\right) & =c_{1} e^{-\left(l_{i}-l_{j}\right) a}, & & l_{i}>l_{j}, \\
& =c_{2} e^{-\left(l_{j}-l_{i)}\right) a}, & & l_{i}<l_{j}, \\
& =0, & & l_{i}=l_{j}, \tag{60}
\end{align*}
$$

with $a, b, c_{1}, c_{2}>0$. This stepping probability function describes an asymmetric random walk if $a \neq b$ and/or $c_{1} \neq c_{2}$. The parameter $a$ determines the relative probabilities that the walker takes steps of different lengths to the right, e.g.,

$$
\begin{equation*}
\frac{p\left(l_{i}-l_{j}+1\right)}{p\left(l_{i}-l_{j}\right)}=e^{-a}, \quad l_{i}>l_{j} . \tag{61}
\end{equation*}
$$

The parameter $b$ determines the same relative probabilities for steps to the left. The parameters $c_{1}$ and $c_{2}$ in combination with $a$ and $b$ determine whether the walker will step preferentially to his left or to his right, e.g.,

$$
\begin{equation*}
\frac{p(1)}{p(-1)}=\frac{c_{1}}{c_{2}} e^{-(a-b)} \tag{62}
\end{equation*}
$$

The constants $a, b, c_{1}$, and $c_{2}$ are related by the normalization of the $p\left(l_{i}-l_{j}\right)$. For $k=l_{i}-l_{j}$ we find

$$
\begin{equation*}
\sum_{k=-\infty}^{\infty} p(k)=\frac{c_{1}}{e^{a}-1}+\frac{c_{2}}{e^{b}-1}=1 \tag{63}
\end{equation*}
$$

When $a=b$ and $c_{1}=c_{2}=c$, we have a symmetric random walk with exponentially distributed steps. We then write

$$
\begin{array}{rlrl}
p\left(l_{i}-l_{j}\right) & =c e^{-\left|l_{i}-l_{j \mid}\right| a}, & \left|l_{i}-l_{j}\right| & >0, \\
& =0, & l_{i}=l_{j}, \tag{64}
\end{array}
$$

with the normalization relation

$$
\begin{equation*}
c=\left(e^{a}-1\right) / 2 \tag{65}
\end{equation*}
$$

The choice $p(0)=0$ is completely arbitrary and any other choice could have been made subject to the normalization condition (1).
The nearest neighbor random walk results will be recovered in the limit as $a \rightarrow \infty$ since for that limit a nonzero stepping probability $p\left(l_{i}-l_{j}\right)$ is obtained
only for $\left|l_{i}-l_{j}\right|=1$. In the limit as $a \rightarrow 0, p\left(l_{i}-l_{j}\right) \rightarrow$ $(1 / N)$ (for a finite lattice with $N$ sites) and the random walker can make steps of any length $\left|l_{j}-l_{i}\right|$ with equal probability $1 / N$. Adjustment of the parameters $a$ and $b$ thus enable one to study random walks with a very broad range of step probabilities from nearest neighbor to equal probability of step length of any size.

To obtain the generating function for the stepping probabilities given by Eq. (60), we need to evaluate the quantity $\lambda(\phi)$ :

$$
\begin{align*}
\lambda(\phi) & =\sum_{k=-\infty}^{\infty} p(k) e^{i k \phi} \\
& =c_{1} \sum_{k=1}^{\infty} e^{-k a} e^{i k \phi}+c_{2} \sum_{k=-1}^{-\infty} e^{k b} e^{i k \phi} \\
& =c_{1} \sum_{k=1}^{\infty} e^{-k a} e^{i k \phi}+c_{2} \sum_{k=1}^{\infty} e^{-k b} e^{-k \phi} \\
& =\frac{c_{1}}{e^{(a-i \phi)}-1}+\frac{c_{2}}{e^{(b+i \phi)}-1} \tag{66}
\end{align*}
$$

The generating function is then

$$
\begin{align*}
& G\left(z, l, a, b, c_{1}, c_{2}\right) \\
& \quad=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-i l \phi}\left(1-\frac{z c_{1}}{e^{(a-i \phi)}-1}-\frac{z c_{2}}{e^{(b+i \phi)}-1}\right)^{-1} d \phi \tag{67}
\end{align*}
$$

The evaluation of this integral, which is detailed in Appendix A, yields

$$
\begin{array}{rll}
G(z, l, a, b, & \left.c_{1}, c_{2}\right) \\
& =\left(y_{1}\right)^{l} \frac{\left[A+z\left(c_{1}-c_{2}\right) D\right]}{B}, & l \geq 1 \\
& =\left(y_{2}\right)^{-l} \frac{\left[A+z\left(c_{2}-c_{1}\right) D\right]}{B}, & l \leq-1 \\
& =\frac{\left[A+\left(2+z c_{1}+z c_{2}\right) D\right]}{B}, & l=0 \tag{68}
\end{array}
$$

where

$$
\begin{align*}
A= & \left(e^{a+b}-1\right)\left(z c_{1}+z c_{2}\right) \\
& +2 e^{a+b} z^{2} c_{1} c_{2}-z^{2} c_{1}^{2}-z^{2} c_{2}^{2}  \tag{69}\\
D= & {\left[\left(e^{a+b}+1+z c_{1}+z c_{2}\right)^{2}\right.} \\
& \left.-4 e^{a+b}\left(1+z c_{1}\right)\left(1+z c_{2}\right)\right]^{\frac{1}{2}}  \tag{70}\\
B= & 2\left(1+z c_{1}\right)\left(1+z c_{2}\right) D  \tag{71}\\
y_{1}= & \frac{e^{a+b}+1+z\left(c_{1}+c_{2}\right)-D}{2 e^{a}\left(1+z c_{2}\right)}  \tag{72}\\
y_{2}= & \frac{e^{a+b}+1+z\left(c_{1}+c_{2}\right)-D}{2 e^{b}\left(1+z c_{1}\right)} \tag{73}
\end{align*}
$$

and where the constants $c_{1}, c_{2}, a$, and $b$ are related by Eq. (63). For the symmetric random walk the
generating function reduces to

$$
\begin{align*}
G(z, l, a) & =\frac{(x)^{[l]} z\left(e^{2 a}-1\right)}{\left[2+z\left(e^{a}-1\right)\right] D_{0}}, \quad|l| \geq 1 \\
& =\frac{z\left(e^{2 a}-1\right)+2 D_{0}}{\left[2+z\left(e^{a}-1\right)\right] D_{0}}, \quad l=0 \tag{74}
\end{align*}
$$

where

$$
\begin{equation*}
D_{0}=\left\{\left(e^{a}+1\right)\left[e^{a}+1+z\left(e^{a}-1\right)\right](1-z)\right\}^{\frac{1}{2}} \tag{75}
\end{equation*}
$$

and

$$
\begin{equation*}
x=\frac{e^{2 a}+1+z\left(e^{a}-1\right)-\left(e^{a}-1\right) D_{0}}{e^{a}\left[2+z\left(e^{a}-1\right)\right]} \tag{76}
\end{equation*}
$$

The generating functions of Eqs. (68) and (74) generate random walks on a perfect infinite lattice. The corresponding generating functions for walks on a perfect $N$-ring can be evaluated, as in Sec. II, from Eq. (12). Before doing this, we will work out the corresponding stepping probabilities on an N -ring, which we will denote by $p_{N}\left(l_{i}-l_{j}\right)$. Since an $N$-ring can be thought of as an infinite chain wrapped up in such a way that sites $\cdots l-2 N, l-N, l, l+N, l+$ $2 N \cdots$ coincide for each $l$, the $p_{N}\left(l_{i}-l_{j}\right)$ are related to the $p\left(l_{i}-l_{j}\right)$ of Eq. (60) by an equation similar to Eq. (12). If we denote $l_{i}-l_{j}$ by $k$, we can write

$$
\begin{equation*}
p_{N}(k)=\sum_{n=-\infty}^{\infty} p(k+n N), \quad-N<k<N \tag{77}
\end{equation*}
$$

Suppose $0<k<N$. Then

$$
\begin{align*}
p_{N}(k) & =\sum_{n=0}^{\infty} p(k+n N)+\sum_{n=1}^{\infty} p(k-n N) \\
& =c_{1} e^{-k a} \sum_{n=0}^{\infty}\left(e^{-N a}\right)^{n}+c_{2} e^{k b} \sum_{n=1}^{\infty}\left(e^{-N b}\right)^{n} \\
& =\left(\frac{c_{1}}{1-e^{-N a}}\right) e^{-k a}+\left(\frac{c_{2}}{1-e^{-N b}}\right) e^{-(N-k) b} \tag{78}
\end{align*}
$$

For $-N<k<0$ we have

$$
\begin{align*}
p_{N}(k) & =\sum_{n=1}^{\infty} p(k+n N)+\sum_{n=0}^{\infty} p(k-n N) \\
& =c_{1} e^{-k a} \sum_{n=1}^{\infty}\left(e^{-N a}\right)^{n}+c_{2} e^{k b} \sum_{n=0}^{\infty}\left(e^{-N b}\right)^{n} \\
& =\left(\frac{c_{1}}{1-e^{-N a}}\right) e^{-(N+k) a}+\left(\frac{c_{2}}{1-e^{-N b}}\right) e^{k b} \tag{79}
\end{align*}
$$

If $k=0$ (or, equivalently, $k=N$ and $k=-N$ ), we have

$$
\begin{align*}
p_{N}(k) & =\sum_{n=-\infty}^{\infty} p(n N) \\
& =c_{1} \sum_{n=1}^{\infty}\left(e^{-N a}\right)^{n}+c_{2} \sum_{n=1}^{\infty}\left(e^{-N b}\right)^{n} \\
& =\frac{c_{1} e^{-N a}}{1-e^{-N a}}+\frac{c_{2} e^{-N b}}{1-e^{-N b}} \tag{80}
\end{align*}
$$

The combination of exponential terms in Eqs. (78)(80) reflects the fact that on an $N$-ring the walker can get from one site to another site a distance $k$ away either by making a step of length $|k|$ in one direction or by a step of length $N-|k|$ in the opposite direction. For a symmetric random walk [i.e., $a=b, c_{1}=c_{2}=$ $\left.\left(e^{a}-1\right) / 2\right]$, the $N$-ring stepping probabilities become

$$
\begin{gather*}
p_{N}(k)=\frac{\left(e^{a}-1\right)}{2\left(1-e^{-N a}\right)}\left(e^{-|k| a}+e^{-(N-|k| \mid a}\right), \\
\quad 0<|k|<N, \\
p_{N}(-N)=p_{N}(0)=p_{N}(N)=\frac{\left(e^{a}-1\right) e^{-N a}}{\left(1-e^{-N a}\right)} . \tag{81}
\end{gather*}
$$

In the limit $a \rightarrow 0, b \rightarrow 0$ (i.e., $a \ll 1 / N, b \ll 1 / N$ ) the walker can, with equal probability, step on any of the $N$ points of the ring at each step. It is easily seen from Eqs. (78)-(80) and the normalization condition that

$$
\begin{equation*}
\lim _{\substack{a \rightarrow 0 \\ b \rightarrow 0}} p_{X}(k)=1 / N, \quad 0 \leq|k|<N . \tag{82}
\end{equation*}
$$

The generating function on an $N$-ring obtained by substituting Eq. (68) into Eq. (12) is

$$
\begin{align*}
& G_{N}\left(z, l, a, b, c_{1}, c_{2}\right) \\
&=\left(\frac{A+z\left(c_{1}-c_{2}\right) D}{B}\right) \frac{y_{1}^{l}}{1-y_{1}^{N}} \\
&+\left(\frac{A+z\left(c_{2}-c_{1}\right) D}{B}\right) \frac{y_{2}^{N-l}}{1-y_{2}^{N}}, \quad l \geq 1, \\
&=\left(\frac{A+z\left(c_{1}-c_{2}\right) D}{B}\right) \frac{y_{1}^{N+l}}{1-y_{1}^{N}} \\
&+\left(\frac{A+z\left(c_{2}-c_{1}\right) D}{B}\right) \frac{y_{2}^{-l}}{1-y_{2}^{N}}, \quad l \leq-1, \\
&=\left(\frac{A+z\left(c_{1}-c_{2}\right) D}{B}\right) \frac{y_{1}^{N}}{1-y_{1}^{N}} \\
&+\left(\frac{A+z\left(c_{2}-c_{1}\right) D}{B}\right) \frac{y_{2}^{N}}{1-y_{2}^{N}} \\
&+\left(\frac{A+\left(2+z c_{1}+z c_{2}\right) D}{B}\right), \quad l=0, \quad( \tag{83}
\end{align*}
$$

where $A, B, D, y_{1}$, and $y_{2}$ are defined in Eqs. (69)-(73). For a symmetric random walk, the generating function on an $N$-ring becomes

$$
\begin{aligned}
& G_{N}(z, l, a) \\
& =\left(\frac{z\left(e^{2 a}-1\right)}{\left[2+z\left(e^{a}-1\right)\right] D_{0}}\right) \frac{\left(x^{|l|}+x^{N-|l|}\right)}{\left(1-x^{N}\right)}, \quad|l| \geq 1, \\
& =\left(\frac{z\left(e^{2 a}-1\right)}{\left[2+z\left(e^{a}-1\right)\right] D_{0}}\right) \frac{\left(1+x^{N}\right)}{\left(1-x^{N}\right)}+\frac{2}{\left[2+z\left(e^{a}-1\right)\right]} \\
& l=0,
\end{aligned}
$$

where $D_{0}$ and $x$ are defined in Eqs. (75) and (76).

It is easily checked that the generating functions given in this section reduce to the corresponding generating function for the nearest neighbor random walk in the limit $a \rightarrow \infty, b \rightarrow \infty$.

## B. Mean First Passage Times

We will first calculate the mean time required for a random walker with exponentially distributed step lengths starting at lattice site $l=l_{0}$ to cross for the first time the boundaries $l_{1}$ and ( $N+l_{1}$ ) of an interval containing $N-1$ sites [see Fig. 4(a)]. Since the random walker can make steps of any length, the "crossing" of the boundary points $l_{1}$ and $\left(N+l_{1}\right)$ can take place either by stepping on these points or by crossing these points and stepping on the points $l_{1}-k$ and $N+$ $l_{1}+k$ for all $k \geq 1$. The problem of the mean first passage time formulated above is completely equivalent to the problem of mean absorption time or mean time for trapping with absorbing boundaries at $l_{1}$ and ( $N+l_{1}$ ) in that we define absorbing boundaries at $l_{1}$ and $\left(N+l_{1}\right)$ by placing traps at all sites $l_{1}-k$ and $N+l_{1}+k$ with $k \geq 0$ [see Fig. 4(b)].
In Sec. IIB, where we dealt with the same problem for a nearest and next-nearest neighbor random walk, we formulated the problem of two absorbing boundaries in terms of a walk on an $N$-ring containing two trapping sites. In the present case, where we allow the walker to take steps of any length and therefore need an infinite number of traps to define an absorbing boundary, we cannot follow the same $N$-ring formulation. We will thus work on an open lattice. We will use the $N$-ring formulation later, when we consider the mean first passage time for stepping on a particular lattice site.
Let $Q_{n}\left(l-l_{0}\right)$ be the probability that a walker starting at site $l=l_{0}$ reach point $l$ on the $n$th step in the presence of the absorbing points $l_{1}-k$ and $N+$ $l_{1}+k, k \geq 0$. The probability that the walker has


Fig. 4(a). One-dimensional infinite chain with absorbing boundaries at sites $l_{1}$ and $N+l_{1}$. The walker starts at site $l_{0}$, with $l_{1}<$ $l_{0}<N+l_{1}$.


Fig. 4(b). For a random walk with exponentially distributed step lengths, the absorbing boundaries of Fig. 4(a) can be constructed by placing traps at sites $l_{1}-k$ and $N+l_{1}+k$ with $k=0$, $1, \cdots, \infty$.
not been trapped by the $n$th step is

$$
\sum_{l=l_{1}+1}^{N+l_{1}-1} Q_{n}\left(l-l_{0}\right)
$$

The probability that he is trapped on or before the $n$th step is

$$
\begin{equation*}
\left(1-\sum_{l=l_{1}+1}^{N+l_{1}-1} Q_{n}\left(l-l_{0}\right)\right) \tag{88}
\end{equation*}
$$

The probability that he is trapped on the $n$th step is

$$
\left(1-\sum_{l=l_{1}+1}^{N+l_{1}-1} Q_{n}\left(l-l_{0}\right)\right)-\left(1-\sum_{l=l_{1}+1}^{N+l_{1}-1} Q_{n-1}\left(l-l_{0}\right)\right)
$$

The average number of steps required for trapping is then

$$
\begin{align*}
&{ }_{\infty} \bar{n}_{a, b, c_{1}, c_{2}}\left(l_{0}, l_{1}\right) \\
&=\sum_{n=0}^{\infty} n \sum_{l=l_{1}+1}^{N+l_{1}-1}\left[Q_{n-1}\left(l-l_{0}\right)-Q_{n}\left(l-l_{0}\right)\right], \tag{85}
\end{align*}
$$

where the subscript $\infty$ denotes the infinite number of trapping sites. In terms of the generating function

$$
\begin{equation*}
F\left(z, l-l_{0}, a, b, c_{1}, c_{2}\right) \equiv \sum_{n=0}^{\infty} z^{n} Q_{n}\left(l-l_{0}\right) \tag{86}
\end{equation*}
$$

we have

$$
\begin{align*}
& \bar{n}_{a, b, c_{1}, c_{2}}\left(l_{0}, l_{1}\right) \\
& \quad=-\frac{\partial}{\partial z}\left((1-z) \sum_{l=l_{1}+1}^{N+l_{1}-1} F\left(z, l-l_{0}, a, b, c_{1}, c_{2}\right)\right)_{z=1} . \tag{87}
\end{align*}
$$

$$
\begin{align*}
& \sum_{l=-\infty}^{l_{1}} F\left(z, l-l_{0}, a\right)+\sum_{l=l_{1}+N}^{\infty} F\left(z, l-l_{0}, a\right) \\
& \quad=\frac{1}{1-z}-\sum_{l=l_{1}+1}^{N+l_{1}-1} F\left(z, l-l_{0}, a\right) \\
& \quad=\frac{\left[G\left(z, l_{0}-l_{1}, a\right)+G\left(z, N-\left(l_{0}-l_{1}\right), a\right)\right](1+x)}{(1-z)\left\{\left[\left(1-x e^{-a}\right)-x^{N}\left(x-e^{-a}\right)\right] G(z, 0, a)+\left[\left(1+e^{-a}\right)+x^{N-1}\left(1+2 x-e^{-a}\right)\right] G(z, 1, a)\right\}} \tag{91}
\end{align*}
$$

where $x$ is defined in Eq. (76). The expression corresponding to Eq. (91) in the presence of only one absorbing boundary is

We have evaluated Eq. (87) only for the symmetric random walk [i.e., $a=b, c_{1}=c_{2}=\left(e^{a}-1\right) / 2$ ]. We can thus simplify the notation and write

$$
{ }_{\infty} \bar{n}_{a}\left(l_{0}, l_{1}\right)=-\frac{\partial}{\partial z}\left((1-z) \sum_{l=l_{1}+1}^{N+l_{1}-1} F\left(z, l-l_{0}, a\right)\right)_{z=1}
$$

Following the same steps here as we did between Eqs. (16) and (19), we can rewrite the sum in Eq. (88) over nontrapping sites as a sum over trapping sites. Since

$$
\begin{equation*}
\sum_{l=-\infty}^{\infty} F\left(z, l-l_{0}, a\right)=\frac{1}{1-z} \tag{89}
\end{equation*}
$$

we have

$$
\begin{align*}
&{ }_{\infty} \bar{n}_{a}\left(l_{0}, l_{1}\right)=\frac{\partial}{\partial z}\left[( 1 - z ) \left(\sum_{l=-\infty}^{l_{1}} F\left(z, l-l_{0}, a\right)\right.\right. \\
&\left.\left.+\sum_{l=l_{1}+N}^{\infty} F\left(z, l-l_{0}, a\right)\right)\right]_{z=1} \tag{90}
\end{align*}
$$

In Appendix B we derive the relation between the combination of generating functions $F\left(z, l-l_{0}, a\right)$ appearing in Eq. (90) and the generating function $G(z, l, a)$ for a perfect infinite lattice of Eq. (74). The result is

$$
\begin{align*}
& \frac{1}{1-z}-\lim _{N \rightarrow \infty} \sum_{l=l_{1}+1}^{N+l_{1}-1} F\left(z, l-l_{0}, a\right)  \tag{93}\\
& =\sum_{l=-\infty}^{l_{1}} F\left(z, l-l_{0}, a\right) \\
& =\frac{\left[G\left(z, l_{1}-l_{0}, a\right)+G\left(z, l_{1}-1-l_{0}, a\right)\right]}{(1-z)\left[\left(1-x e^{-a}\right) G(z, 0, a)+\left(1+e^{-a}\right) G(z, 1, a)\right]},
\end{align*}
$$

where we have used the fact that $x<1$ and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} x^{N}=0 \tag{94}
\end{equation*}
$$

Substituting Eq. (91) into Eq. (88) or into Eq. (90),
Substitut Eq. (91) into Eq. (88) or into Eq. (90)
we find

$$
\begin{array}{r}
{ }_{\infty} \bar{n}_{a}\left(l_{0}, l_{1}\right)=\frac{\left(1-e^{-a}\right)^{2}}{\left(1+e^{-a}\right)}\left(l_{0}-l_{1}\right)\left[N-\left(l_{0}-l_{1}\right)\right] \\
+e^{-a}\left[\left(N \frac{1-e^{-a}}{1+e^{-a}}\right)+1\right]
\end{array}
$$

Averaging Eq. (90) over the starting point $l_{0}$ yields

$$
\begin{align*}
{ }_{\infty}\langle n\rangle_{a} & \equiv \frac{1}{N-1} \sum_{l_{0}=l_{1}+1}^{N+l_{1}-1}{ }_{\infty} \bar{n}_{\alpha}\left(l_{0}, l_{1}\right) \\
& =\frac{\left(1-e^{-a}\right)^{2}}{\left(1+e^{-a}\right)} \frac{N(N+1)}{6}+\frac{e^{-a}\left(1-e^{-a}\right)}{\left(1+e^{-a}\right)} N+e^{-a} . \tag{92}
\end{align*}
$$

In the limit $N \rightarrow \infty$, for $a \gg 1 / N$,

$$
\begin{equation*}
{ }_{\infty}\langle n\rangle_{a} \underset{N^{\prime} \rightarrow \infty}{ } \frac{\left(1-e^{-a}\right)^{2}}{\left(1+e^{-a}\right)} \frac{N^{2}}{6} . \tag{95}
\end{equation*}
$$

The corresponding results for nearest neighbor random walks are given in Eqs. (27)-(29). It can readily be verified that Eqs. (92)-(95) approach the nearest neighbor random walk results in the limit $a \rightarrow \infty$. Thus, for instance,

$$
\begin{gathered}
{ }_{\infty}\langle n\rangle={ }_{1}\langle n\rangle=N(N+1) / 6, \\
\lim _{N \rightarrow \infty}\langle n\rangle={ }_{1}\langle n\rangle \rightarrow N^{2} / 6, \quad \text { etc. } .
\end{gathered}
$$

In the limit $a \rightarrow 0$ (i.e., $a \ll 1 / N$ ), when all lattice sites (whether or not they are traps) are equally likely to be reached at each step, we have

$$
\begin{equation*}
\lim _{a \rightarrow 0} \bar{n}_{a}\left(l_{0}, l_{1}\right)=\lim _{a \rightarrow 0}\langle n\rangle_{a} \approx 1+N a / 2 \approx 1, \tag{96}
\end{equation*}
$$

and the walker, in the extreme case $a=0$, is absorbed on the average after the first step. This results from the fact that there are an infinite number of trapping sites $k=0,1, \cdots, \infty$ and only a finite number $N$ of nontrapping sites, so that the probability that the walker steps on a nontrapping site on his first step is a set of measure zero. It is evident from a comparison of the above results for the random walk with exponentially distributed steps with the nearest neighbor random walk results that there are now indeed order of magnitude differences. Thus the ratio of the mean first passage times for the cases $a \rightarrow 0$ and $a \rightarrow \infty$ is of order $N^{2}$ with $0<N \leq \infty$.

The above discussion was concerned with mean first passage times for a random walker to arrive at or cross the boundaries of a finite interval of lattice sites. The derivation of the first passage time for stepping on a particular lattice site on an $N$-ring has already been given in Sec. II, Eqs. (32)-(38). For a random walk with exponentially distributed step lengths one obtains

$$
\begin{equation*}
{ }_{1}\langle n\rangle_{a}=\frac{\left(1-e^{-a}\right)^{2}}{\left(1+e^{-a}\right)} \frac{N(N+1)}{6}+\frac{2 N e^{-a}}{\left(1+e^{-a}\right)} . \tag{97}
\end{equation*}
$$

In the limit $N \rightarrow \infty$, for $a \gg 1 / N$,

$$
\begin{equation*}
{ }_{1}\langle n\rangle_{a} \xrightarrow[N \rightarrow \infty]{ } \frac{\left(1-e^{-a}\right)^{2}}{\left(1+e^{-a}\right)} \frac{N^{2}}{6} . \tag{98}
\end{equation*}
$$

In the limit $a \rightarrow 0$, when all lattice sites on the $N$ ring can be reached with equal probability at each step, we find

$$
\begin{equation*}
\lim _{a \rightarrow 0}\langle n\rangle_{a} \approx N(1-a / 2) \approx N . \tag{99}
\end{equation*}
$$

The mean recurrence time ( $l_{0}=l_{1}$ ) for a random walk on an $N$-ring is given by [see Eq. (39)]

$$
\begin{equation*}
\bar{n}_{a}\left(l_{0}, l_{0}\right)=-\frac{\partial}{\partial z}\left(\frac{1}{G_{N}(z, 0, a)}\right)_{z=1} . \tag{100}
\end{equation*}
$$

Using Eq. (89) for $G_{N}(z, 0, a)$, we obtain

$$
\begin{equation*}
\bar{n}_{a}\left(l_{0}, l_{0}\right)=N \tag{101}
\end{equation*}
$$

in agreement with remarks following Eq. (44).
We have also evaluated the dispersion $\Delta n_{a}\left(l_{0}, l_{0}\right)$ in the mean recurrence time for our random walker on an $N$-ring with symmetric exponentially distributed stepping probabilities. We define

$$
\begin{equation*}
\Delta n_{a}\left(l_{0}, l_{0}\right) \equiv\left[\overline{n_{a}^{2}}\left(l_{0}, l_{0}\right)-\bar{n}_{a}^{2}\left(l_{0}, l_{0}\right)\right]^{\frac{1}{2}} . \tag{102}
\end{equation*}
$$

The use of Eqs. (32)-(36) and of the identity $\overline{n^{2}}=$ $\overline{n(n-1)}+\bar{n}$ leads to

$$
\begin{align*}
& \Delta^{2} n_{a}\left(l_{0}, l_{0}\right) \\
& \quad=\left(\frac{\partial^{2}}{\partial z^{2}} \frac{1}{G_{N}(z, 0, a)}-\frac{\partial}{\partial z} \frac{1}{G_{N}(z, 0, a)}-\bar{n}_{a}^{2}\left(l_{0}, l_{0}\right)\right)_{z=1} . \tag{103}
\end{align*}
$$

Using $G_{N}(z, 0, a)$ of Eq. (84), we then obtain

$$
\begin{array}{r}
\Delta^{2} n_{a}\left(l_{0}, l_{0}\right)=\frac{N^{3}}{3} \frac{\left(1-e^{-a}\right)^{2}}{\left(1+e^{-a}\right)}-N^{2} \frac{\left(1-2 e^{-a}\right)}{\left(1+e^{-a}\right)} \\
+\frac{N}{3} \frac{\left(2-4 e^{-a}-e^{-2 a}\right)}{\left(1+e^{-a}\right)} . \tag{104}
\end{array}
$$

In the nearest neighbor random walk limit $a \rightarrow \infty$, with $N$ fixed, we find

$$
\begin{equation*}
\lim _{a \rightarrow \infty} \frac{\Delta n_{a}\left(l_{0}, l_{0}\right)}{\tilde{n}_{a}\left(l_{0}, l_{0}\right)} \rightarrow\left(\frac{N(N-1)(N-2)}{3 N^{2}}\right)^{\frac{1}{2}}, \tag{105}
\end{equation*}
$$

in agreement with the nearest neighbor random walk result. ${ }^{1}$ In the limit as $N$ becomes very large, this reduces to

$$
\begin{equation*}
\lim _{\substack{a \rightarrow \infty \\ N \rightarrow \operatorname{large}}} \frac{\Delta n_{a}\left(l_{0}, l_{0}\right)}{\vec{n}_{a}\left(l_{0}, l_{0}\right)} \rightarrow\left(\frac{N}{3}\right)^{\frac{1}{2}} . \tag{106}
\end{equation*}
$$

In the limit $a \rightarrow 0$ corresponding to equal probabilities for jumps of any length and for fixed $N$ we find

$$
\begin{equation*}
\lim _{a \rightarrow 0} \frac{\Delta n_{a}\left(l_{0}, l_{0}\right)}{\bar{n}_{a}\left(l_{0}, l_{0}\right)} \rightarrow\left((1-a)-\frac{1}{N}(1-a)\right)^{\frac{1}{2}}, \tag{107}
\end{equation*}
$$

which, in the limit as $N \rightarrow \infty$, reduces to

$$
\begin{equation*}
\lim _{\substack{a \rightarrow 0 \\ N \rightarrow \infty}} \frac{\Delta n_{a}\left(l_{0}, l_{0}\right)}{\bar{n}_{a}\left(l_{0}, l_{0}\right)} \rightarrow(1-a)^{\frac{1}{2}} \tag{108}
\end{equation*}
$$

These results show that the maximum dispersion in the mean recurrence time occurs for the nearest neighbor random walk and that the dispersion decreases, though not monotonically, as the step length increases, i.e., as $a \rightarrow 0$.

## C. Excursion from the Origin

To consider the excursion of the random walker with exponentially distributed step lengths from his point of origin after $n$ steps, we use the equations already given in Sec. IIC:

$$
\begin{equation*}
\left\langle l^{m}\right\rangle_{\exp } \equiv \sum_{l=-\infty}^{\infty} l^{m} P_{n}(l)=(-i)^{m}\left(\frac{\partial^{m}}{\partial \phi^{m}} \lambda^{n}(\phi)\right)_{\phi=0} \tag{109}
\end{equation*}
$$

where the subscript exp denotes the exponentially distributed step length. The quantity $\lambda(\phi)$ for this case is obtained from Eq. (66) as

$$
\begin{equation*}
\lambda^{n}(\phi)=\left(\frac{c_{1}}{e^{(a-i \phi)}-1}+\frac{c_{2}}{e^{(b+i \phi)}-1}\right)^{n} \tag{110}
\end{equation*}
$$

where [see Eq. (63)]

$$
\begin{equation*}
\frac{c_{1}}{e^{a}-1}+\frac{c_{2}}{e^{b}-1}=1 \tag{111}
\end{equation*}
$$

and we find for $\langle l\rangle$, the mean distance from the origin after $n$ steps,

$$
\begin{equation*}
\langle l\rangle_{\mathrm{exp}} \equiv \sum_{l=-\infty}^{\infty} l P_{n}(l)=n\left(\frac{c_{1} e^{a}}{\left(e^{a}-1\right)^{2}}-\frac{c_{2} e^{b}}{\left(e^{b}-1\right)^{2}}\right) . \tag{112}
\end{equation*}
$$

The corresponding result for a nearest neighbor random walk, ${ }^{1}$ with $p(1)=p, p(-1)=q=1-p$, and $p\left(l_{i}-l_{j}\right)=0$ otherwise, is

$$
\begin{equation*}
\langle l\rangle_{1}=n(p-q) \tag{113}
\end{equation*}
$$

In the exponential random walk, the total probability for a walker to step to his right on a given step is $c_{1} /\left(e^{a}-1\right)$; the total probability that he steps to his left is $c_{2} /\left(e^{b}-1\right)$. Making the correspondence

$$
\begin{equation*}
\frac{c_{1}}{\left(e^{a}-1\right)} \leftrightarrow p, \quad \frac{c_{2}}{\left(e^{b}-1\right)} \leftrightarrow q \tag{114}
\end{equation*}
$$

between the exponential and nearest neighbor random walks, we can rewrite Eq. (112) as

$$
\begin{equation*}
\langle l\rangle_{\exp }=n\left(p \frac{e^{a}}{\left(e^{a}-1\right)}-q \frac{e^{b}}{\left(e^{b}-1\right)}\right) \tag{115}
\end{equation*}
$$

In the limit $a \rightarrow \infty, b \rightarrow \infty$ the results for the "exponential" random walk thus again approach the nearest neighbor random walk results. In the limit as $a, b \ll 1$, Eq. (115) becomes

$$
\begin{equation*}
\langle l\rangle_{\exp }=n\left(p \frac{(1+a)}{a}-q \frac{(1+b)}{b}\right) . \tag{116}
\end{equation*}
$$

If, for the sake of simplicity, we now take $a=b$, Eq. (116) reduces to

$$
\begin{equation*}
\lim _{a=b \ll 1}\langle l\rangle_{\text {exp }}=n(1+a / a)(p-q) \simeq n / a(p-q) . \tag{117}
\end{equation*}
$$

A comparison of Eqs. (117) and (113) shows that the mean excursion from the origin for a random walker with exponentially distributed step lengths is larger than that for a nearest neighbor random walk by the factor $1 / a$ for small $a$. It is evident that we are again dealing with order of magnitude differences between two random walks.

From Eq. (109) we obtain the dispersion in the excursion from the origin for the exponential random walk:

$$
\begin{align*}
\left\langle l^{2}\right\rangle_{\mathrm{exp}}-\left\langle l_{\mathrm{exp}}^{2}=\right. & n\left[\frac{c_{1} e^{a}\left(e^{a}+1\right)}{\left(e^{a}-1\right)^{3}}+\frac{c e_{2}^{b}\left(e^{b}+1\right)}{\left(e^{b}-1\right)^{3}}\right. \\
& \left.-\left(\frac{c_{1} e^{a}}{\left(e^{a}-1\right)^{2}}-\frac{c_{2} e^{b}}{\left(e^{b}-1\right)^{2}}\right)\right] . \tag{118}
\end{align*}
$$

For a symmetric random walk Eq. (118) reduces to

$$
\begin{equation*}
\left\langle l^{2}\right\rangle_{\mathrm{exp}}-\left\langle l l_{\mathrm{exp}}^{2}=\frac{n\left(1+e^{-a}\right)}{\left(1-e^{-a}\right)^{2}}\right. \tag{119}
\end{equation*}
$$

When $a \rightarrow \infty$, this result approaches the nearest neighbor random walk result $\left\langle l^{2}\right\rangle_{1}-\langle l\rangle_{1}^{2}=n$ of Eqs. (57), (58). As $a$ becomes very small, i.e., $a \ll 1$, the dispersion increases with $a$ as

$$
\begin{equation*}
\lim _{a \rightarrow 0}\left\langle l^{2}\right\rangle_{e x p}-\langle l\rangle_{e x p}^{2} \rightarrow n\left(\frac{2-a}{a^{2}}\right), \tag{120}
\end{equation*}
$$

and becomes infinite for $a=0$ when the walker can reach any point on the lattice with equal probability.

## IV. CONCLUSIONS

We discuss below some interesting consequences and some as yet unsolved problems which arise from the results as presented in Sec. III.
We found [Eq. (101)] that for a random walker with exponentially distributed step lengths the mean first passage time to reach a particular lattice site on a one-dimensional $N$-ring as $a \rightarrow 0 \quad[p(k)=1 / N]$ is given by

$$
\begin{equation*}
\lim _{a \rightarrow 0}\langle n\rangle_{a}=N . \tag{121}
\end{equation*}
$$

It is easy to calculate the generating function for the above random walk with $a=0$ on a $D$-dimensional lattice. One then finds that for $N$ fixed and finite the result (121) is independent of the dimensionality of the lattice. One can convince oneself, by "topological" reasoning, that this result must be correct. Since the random walker can go with equal probability $1 / N$ to any point on the $D$-dimensional lattice, i.e., each point on a $D$-dimensional lattice of $N$ lattice points is equally accessible in one step independent of $D$, the dimensionality cannot influence the result for ${ }_{1}\langle n\rangle_{a=0}$ for fixed $N$. This is in distinction to the nearest
neighbor random walk, where the number of lattice sites which are accessible on each step increases sharply with dimensionality. It is therefore clear that appropriately chosen properties of 3-D random walks with exponentially distributed jump probabilities can, in the limit as $a=0$, be calculated from the 1-D model.

Montroll ${ }^{1,2}$ has evaluated the mean first passage time to a particular lattice site in one-, two-, and three-dimensional lattices with periodic boundary conditions for nearest neighbor random walks $(a \rightarrow \infty)$. He finds the following leading terms for large $N$ :

$$
\begin{align*}
{ }_{1}\langle n\rangle_{a \rightarrow \infty} & =k_{1} N^{2}+O(N),  \tag{122}\\
{ }_{1}\langle n\rangle_{\substack{a \rightarrow \infty \\
2-\mathrm{D}}} & =k_{2} N \log N+O(N),  \tag{123}\\
\substack{ \\
{ }_{1}\langle n\rangle_{a \rightarrow \infty} \\
3-\mathrm{D}} & =k_{3} N+O(1), \tag{124}
\end{align*}
$$

where the $k$ 's are constants which depend on the details of the lattice structure. It is very interesting to note that there is agreement, to within a constant of $O(1)$, between the very long step result $[a=0$, $p(k)=1 / N]$ in one dimension, Eq. (121), and the nearest neighbor transition result in three dimensions [Eq. (124)] for the mean first passage time ${ }_{1}\langle n\rangle$. We believe that the comparison of other, appropriately chosen properties of 1-D random walks with exponentially distributed step length and $a=0$, with $3-\mathrm{D}$ nearest neighbor random walk results, will show analogous agreement to within $O(1)$.

The above result appears to have a close connection with recent theoretical work on phase transitions in 1-D systems with an infinite range of forces. ${ }^{9}$ It was found in these studies that phase transitions which occurred in real 3-D systems presumably through pair interactions (i.e., nearest neighbor interactions), such as gas-liquid critical points (van der Waal's condensation) and magnetic and other order-disorder transitions in solids, could be obtained mathematically in 1-D systems in the limit of infinite range forces. One-dimensional models with finite and certainly with short-range forces do not show any phase transitions. Speaking generally, and very loosely, it would appear that the "connectivity" of long range $1-D$ models is of the same order as the "connectivity" of short range 3-D systems and that 3-D properties which depend strongly on this "connectivity" can be modeled by $1-\mathrm{D}$ systems with the appropriate long-range interactions (step length, forces, etc.).

The above results are displayed schematically in Figs. 5(a) and 5(b). A study of these figures immedi-
ately raises the following questions:
(1) What is the form of ${ }_{1}\langle n\rangle_{a}^{3-\mathrm{D}}$ and of analogous properties (moments) of random walks, as a function of $a, 0<a<\infty$, in three dimensions? We know the results for $a=0$ and for $a=\infty$ as shown in Fig. 5(a), but we do not know as yet how to connect the two extremum points. If it should turn out that ${ }_{\mathbf{l}}\langle n\rangle_{a}^{3-\mathrm{D}}$ is essentially independent of $a$, i.e., of the step length, it would have important implications in the random walk interpretation of a number of experimental observations in physics and chemistry.
(2) What is the form of ${ }_{1}\langle n\rangle_{a}$ and analogous moments in higher dimensions, $D>3$, as a function of $a$ and $D$ for $a \neq 0$ ? In other words, how does one fill in the empty expanse of Fig. 5(b)? We note from Fig. 5(b) that for nearest neighbor random walks ${ }_{1}\langle n\rangle$ decreases with increasing dimension for $D=$ $1,2,3$. How does it behave for $D>3$ ? If it were to decrease with higher $D$, one would have the very surprising and unlikely result that, for $D>3$, the mean first passage time for absorption is shorter for nearest neighbor walks than for walks with steps of arbitrary length. It is also possible that ${ }_{1}\langle n\rangle_{\text {n.n. }}$ becomes independent of $D$ for $D>3$ and remains of $O(N)$. If this were the case, higher-dimensional results for nearest neighbor walks could then be deduced from the $3-D$ results or the $1-D$ results of random walks with exponentially distributed step length with $a=0$. This question is of importance in the use of random walk models in the study of the unimolecular decay of polyatomic molecules, the study of the rate of formation of polymers from monomers and for many other problems.

The generating functions derived in Sec. II and III allow one to evaluate many quantities in addition to the ones we have calculated here. Other typical quantities of interest are, for example, the number of distinct lattice sites visited after $n$ steps, random walk properties in the presence of reflecting boundaries, random walks in the presence of reflecting boundaries and traps, etc. We will direct ourselves to the questions posed above and to the general dependence of random walk results on the "connectivity" of the system in subsequent papers.

## ACKNOWLEDGMENTS

The authors would like to thank Dr. D. Bedeaux for many helpful and stimulating discussions. We also wish to thank Miss K. Champion for her skill and devotion in the preparation of this manuscript.


Fig. 5(a). Schematic of the dependence of the mean first passage time to a particular lattice site on $a$ (step length) in various dimensions.

Fig. 5(b). Schematic of the dependence of the mean first passage time to a particular lattice site on dimension for nearest neighbor random walks $(a=\infty)$ and for random walks with $p(k)=1 / N, a=0$.

## APPENDIX A: EVALUATION OF GENERATING FUNCTIONS

## 1. Symmetric Next-Nearest Neighbor Random Walk

The generating function for symmetric next-nearest neighbor random walks can be evaluated by complex contour integration. We rewrite Eq. (8) as follows:

$$
\begin{equation*}
G(z, l, \alpha)=\frac{1}{2 \pi} \int_{-\pi}^{\pi}-\frac{e^{-i l \phi} d \phi}{1-(z / 2)\left[(1-\alpha)\left(e^{i \phi}+e^{-i \phi}\right)+\alpha\left(e^{2 i \phi}+e^{-2 i \phi}\right)\right]} \tag{A1}
\end{equation*}
$$

In a symmetric one-dimensional random walk, all results can only depend on the absolute distance $|l|$ of the walker from his point of origin. We therefore perform the integration (A1) only for $l \geq 0$. With the change of variables

$$
\begin{equation*}
s=e^{-i \phi} \tag{A2}
\end{equation*}
$$

(the corresponding change of variables for $l \leq 0$ is $s=e^{+i \phi}$ ), Eq. (A1) becomes

$$
\begin{equation*}
G(z, l, \alpha)=\frac{i}{\pi z \alpha} \oint \frac{s^{l+1} d s}{\left\{s^{4}+[(1-\alpha) / \alpha] s^{3}-\left(2 s^{2} / z \alpha\right)+[(1-\alpha) / \alpha] s+1\right\}} \tag{A3}
\end{equation*}
$$

where the integral is over the unit circle. The zeros of the quartic polynomial in the denominator of the integral are easily found because of the symmetry of the polynomial coefficients: If $s_{i}$ is a zero of the polynomial, then so is $1 / s_{i}$. The factorization of the quartic polynomial is then reduced to the solution of two quadratic equations in two unknowns. We write

$$
\begin{align*}
s^{4}+ & {[(1-\alpha) / \alpha] s^{3}-\left(2 s^{2} / z \alpha\right)+[(1-\alpha) / \alpha] s+1 } \\
= & \left(s-s_{1}\right)\left(s-s_{2}\right)\left(s-1 / s_{1}\right)\left(s-1 / s_{2}\right) \\
= & s^{4}+1-\left(s^{3}+s\right)\left(s_{1}+s_{2}+1 / s_{1}+1 / s_{2}\right) \\
& +s^{2}\left(s_{1} s_{2}+s_{1} / s_{2}+s_{2} / s_{1}+1 / s_{1} s_{2}+2\right) . \tag{A4}
\end{align*}
$$

Equating coefficients of powers of $s$ gives the equations

$$
\begin{aligned}
s_{1}+s_{2}+1 / s_{1}+1 / s_{2} & =-(1-\alpha) / \alpha, \\
s_{1} s_{2}+s_{1} / s_{2}+s_{2} / s_{1}+1 / s_{1} s_{2}+2 & =-2 / z \alpha .
\end{aligned}
$$

Solving these two quadratic equations in two unknowns yields the results of Eq. (10) with $s_{3}=1 / s_{2}$ and $s_{4}=1 / s_{1}$.

To determine which of the poles are within the unit circle, we examine them in detail only in the neighbor-
hood of $z=1$ since in Sec. II we only use the generating function for values of $z$ close to 1 . Expanding the $s_{i}$ in powers of $(1-z)$, we find

$$
\begin{align*}
s_{1} \sim & -(1 / 2 \alpha)\left\{1+\alpha+[(1+3 \alpha)(1-\alpha)]^{\frac{1}{2}}\right\} \\
& +O((1-z) /(1-\alpha))>1 \\
& \text { for } \quad 0 \leq \alpha<1, \quad(1-z) /(1-\alpha) \ll 1 . \tag{A6}
\end{align*}
$$

Hence $s_{1}$ is outside the unit circle for all values of $\alpha$ in the range of interest for $z$ close to 1 . Since $s_{4}=$ $1 / s_{1}, s_{4}$ is then within the unit circle. For $s_{2}$ we have

$$
\begin{equation*}
s_{2} \sim 1+[2(1-z) /(1+3 \alpha)]^{\frac{1}{2}}>1 \tag{A7}
\end{equation*}
$$

Hence $s_{2}$ is outside the unit circle for all values of $\alpha$. Since $s_{3}=1 / s_{2}, s_{3}$ is within the unit circle. Evaluating the residues at the poles $s_{3}$ and $s_{4}$ then directly yields Eq. (9) for $G(z, l, \alpha)$.

## 2. Random Walks with Exponentially Distributed Step Lengths

The generating function given by Eq. (67) can be evaluated by complex contour integration. By simple algebraic manipulation we can write

$$
\begin{equation*}
G\left(z, l, a, b, c_{1}, c_{2}\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{\left(e^{a} e^{-i \phi}-1\right)\left(e^{b} e^{i \phi}-1\right) e^{-i l \phi}}{\left(e^{a} e^{-i \phi}-1\right)\left(e^{b} e^{i \phi}-1\right)-z c_{1}\left(e^{b} e^{i \phi}-1\right)-z c_{2}\left(e^{a} e^{-i \phi}-1\right)} d \phi \tag{A8}
\end{equation*}
$$

For $l \geq 0$, we make the change of variables
and Eq. (A8) becomes

$$
\begin{equation*}
G\left(z, l \geq 0, a, b, c_{1}, c_{2}\right)=\frac{i}{2 \pi} \oint \frac{s^{l}\left(e^{a+b}-s e^{a}-s^{-1} e^{b}+1\right)}{e^{a}\left(1+z c_{2}\right) s^{2}-\left(e^{a+b}+1+z c_{1}+z c_{2}\right) s+e^{b}\left(1+z c_{1}\right)} d s \tag{A10}
\end{equation*}
$$

where the integral is over the unit circle. Solving the simple quadratic polynomial in the denominator of the integrand, we then have

$$
\begin{align*}
G\left(z, l \geq 0, a, b, c_{1}, c_{2}\right)= & \frac{i\left(e^{a+b}+1\right)}{2 \pi e^{a}\left(1+z c_{2}\right)} \oint \frac{s^{l} d s}{\left(s-s_{+}\right)\left(s-s_{-}\right)} \\
& -\frac{i e^{a}}{2 \pi e^{a}\left(1+z c_{2}\right)} \oint \frac{s^{l+1} d s}{\left(s-s_{+}\right)\left(s-s_{-}\right)}-\frac{i e^{b}}{2 \pi e^{a}\left(1+z c_{2}\right)} \oint \frac{s^{l-1} d s}{\left(s-s_{+}\right)\left(s-s_{-}\right)}, \tag{A11}
\end{align*}
$$

where

$$
\begin{equation*}
s_{ \pm}=\frac{e^{a+b}+1+z c_{1}+z c_{2} \pm\left[\left(e^{a+b}+1+z c_{1}+z c_{2}\right)^{2}-4 e^{a+b}\left(1+z c_{1}\right)\left(1+z c_{2}\right)\right]^{\frac{1}{2}}}{2 e^{a}\left(1+z c_{2}\right)} \tag{A12}
\end{equation*}
$$

For $l \leq 0$, we make the change of variables

$$
\begin{equation*}
s=e^{+i \phi} \tag{A13}
\end{equation*}
$$

in Eq. (A8). The result is similar to Eq. (A11). with the interchanges $a \leftrightarrow b, c_{1} \leftrightarrow c_{2}$, and $l \leftrightarrow-l$;

$$
\begin{align*}
G\left(z, l \leq 0, a, b, c_{1}, c_{2}\right)= & \frac{i\left(e^{a+b}+1\right)}{2 \pi e^{b}\left(1+z c_{1}\right)} \oint \frac{s^{-l} d s}{\left(s-r_{+}\right)\left(s-r_{-}\right)} \\
& -\frac{i e^{b}}{2 \pi e^{b}\left(1+z c_{1}\right)} \oint \frac{s^{-l+1} d s}{\left(s-r_{+}\right)\left(s-r_{-}\right)}-\frac{i e^{a}}{2 \pi e^{b}\left(1+z c_{1}\right)} \oint \frac{s^{-l-1} d s}{\left(s-r_{+}\right)\left(s-r_{-}\right)}, \tag{A14}
\end{align*}
$$

where

$$
\begin{equation*}
r_{ \pm}=\frac{e^{a+b}+1+z c_{1}+z c_{2} \pm\left[\left(e^{a+b}+1+z c_{1}+z c_{2}\right)^{2}-4 e^{a+b}\left(1+z c_{1}\right)\left(1+z c_{2}\right)\right]^{\frac{1}{2}}}{2 e^{b}\left(1+z c_{1}\right)} . \tag{A15}
\end{equation*}
$$

One can determine algebraically which of the poles $s_{+}, s_{-}, r_{+}$, and $r_{-}$are within the unit circle, but it is simpler to do it on physical grounds using the following relations between the roots:

$$
\begin{equation*}
s_{+} r_{-}=s_{-} r_{+}=1 \tag{A16}
\end{equation*}
$$

If both $s_{+}$and $s_{-}$were outside of the unit circle, then Eq. (A11) would yield $G(z, l>0)=0$ and the walker could never walk to the right of his point of origin, so that this situation is immediately ruled out for all positive finite values of the parameters $a, b, c_{1}$, and
$c_{2}$. Both $s_{+}$and $s_{-}$cannot be within the unit circle because if this were so, then, from Eq. (A16), $r_{+}$and $r_{-}$would both be outside of the unit circle. This would yield $G(z, l<0)=0$ and the walker could never reach any point to the left of his point of origin. We thus conclude that one of $s_{+}$and $s_{-}$is inside the unit circle and the other is outside, and similarly for $r_{+}$and $r_{-}$.
It can be seen from Eq. (A12) that $s_{+}>s_{-}$for all values of the parameters $a, b, c_{2}$, and $c_{2}$ with the relation between the parameters given by Eq. (63). We write

$$
\begin{equation*}
s_{+}-s_{-}=\frac{\left[\left(e^{a+b}+1+z c_{1}+z c_{2}\right)^{2}-4 e^{a+b}\left(1+z c_{1}\right)\left(1+z c_{2}\right)\right]^{\frac{1}{2}}}{e^{a}\left(1+z c_{2}\right)} \tag{A17}
\end{equation*}
$$

The denominator in this expression is always positive; the quantity inside the radical is positive for all values of $z$ of interest as can be seen by rewriting it as follows:

$$
\begin{align*}
&\left(e^{a+b}+1+z c_{1}+z c_{2}\right)^{2}-4 e^{a+b}\left(1+z c_{1}\right)\left(1+z c_{2}\right) \\
&=\left(\left[e^{a}\left(e^{b}-z\right)-(1-z)\right]-\frac{z c_{2}}{e^{b}-1}\left[2 e^{a+b}-e^{a}-e^{b}\right]\right)^{2} \\
&+\frac{4 c_{2} z(1-z) e^{b}\left(e^{a}-1\right)\left(e^{a+b}-1\right)}{e^{b}-1} \geq 0 \text { for } 0 \leq z \leq 1 \tag{A18}
\end{align*}
$$

where we have used Eq. (63) to eliminate $c_{1}$. Hence we conclude that the poles $s_{-}$and consequently $r_{-}$ [see Eq. (A16)] are always the ones within the unit circle. Incidentally, we have also shown that $s_{+}, s_{-}, r_{+}$, and $r_{-}$are always real. The integrals in Eqs. (A11) and (A14) can now be easily evaluated. For $l>0$, we need only the residue of each integral at $s=s_{-}$; for $l<0$ we need only the residues at $s=r_{-}$; at $l=0$, an additional pole within the unit circle appears at $s=0$ in the third integral of both Eqs. (A11) and (A14), and so an additional residue must be added. Equation (68) for the generating function then immediately follows, with $s_{-} \equiv y_{1}$ and $s_{+} \equiv y_{2}$.

## APPENDIX B: GENERATING FUNCTIONS IN THE PRESENCE OF ABSORBING BOUNDARIES

## 1. Symmetric Next-Nearest Neighbor Random Walks-Absorbing Boundary

The generating function for a random walk in the presence of absorbing boundaries can be related to the generating function for a random walk on a perfect lattice [Eqs. (9) and (13)] via the difference equations satisfied by the $P_{n}(l)$ and the $Q_{n}(l)$. Consider a perfect one-dimensional infinite chain (without traps) and a random walker who begins his walk at $l=l_{s}$. The probability $P_{n}\left(l-l_{s}\right)$ that the walker
is at site $l$ after $n$ steps satisfies the difference equation [see Fig. 2(a)]

$$
\begin{align*}
P_{n}\left(l-l_{s}\right)= & \frac{1}{2} \alpha P_{n-1}\left(l-l_{s}+2\right) \\
& +\frac{1}{2}(1-\alpha) P_{n-1}\left(l-l_{s}+1\right) \\
& +\frac{1}{2}(1-\alpha) P_{n-1}\left(l-l_{s}-1\right) \\
& +\frac{1}{2} \alpha P_{n-1}\left(l-l_{s}-2\right), \tag{B1}
\end{align*}
$$

with the initial condition

$$
\begin{equation*}
P_{0}\left(l-l_{s}\right)=\delta_{l, l_{s}} \tag{B2}
\end{equation*}
$$

and the normalization

$$
\begin{equation*}
\sum_{l=-\infty}^{\infty} P_{n}\left(l-l_{s}\right)=1 \tag{B3}
\end{equation*}
$$

Multiplying Eq. (Bl) by $z^{n}$ and summing from $n=1$ to $n=\infty$ then gives the difference equation for the generating function $G\left(z, l-l_{s}, \alpha\right)$ :

$$
\begin{align*}
G\left(z, l-l_{s},\right. & \alpha) \\
& -\frac{1}{2} \alpha z G\left(z, l-l_{s}+2, \alpha\right) \\
& -\frac{1}{2}(1-\alpha) z G\left(z, l-l_{s}+1, \alpha\right) \\
& -\frac{1}{2} \alpha z G(z, l-\alpha) z G\left(z, l-l_{s}-1, \alpha\right)  \tag{B4}\\
& -2, \alpha)=\delta_{l, l_{s}}
\end{align*}
$$

or

$$
\begin{equation*}
\mathcal{L} G\left(z, l-l_{s}, \alpha\right)=\delta_{l . l_{s}} \tag{B5}
\end{equation*}
$$

where Eq. (B4) defines the operator $\mathcal{L}$. The generating function for walks on an $N$-ring satisfies the same difference equation:

$$
\begin{align*}
& {\left[G_{N}\left(z, l-l_{s}, \alpha\right)\right.} \\
& \equiv G_{N}\left(z, l-l_{s}, \alpha\right)-\frac{1}{2} \alpha z G_{\mathrm{N}}\left(z, l-l_{s}+2, \alpha\right) \\
& -\frac{1}{2}(1-\alpha) z G_{N}\left(z, l-l_{s}+1, \alpha\right) \\
& -\frac{1}{2}(1-\alpha) z G_{V}\left(z, l-l_{s}-1, \alpha\right) \\
& -\frac{1}{2} \alpha z G_{V}\left(z, l-l_{s}-2, \alpha\right)=\delta_{l, l_{s}} . \tag{B6}
\end{align*}
$$

Now consider a random walker starting at $l=l_{0}$ with trapping sites at $l=l_{1}$ and $l=l_{1}-1$. For the sake of simplicity in the equations that follow, we choose $l_{1}=0$ and include the obvious $l_{1}$ dependence only at the end of the calculation. The choice $l_{0}>l_{1}$ does not affect the generality of the calculation. The probability $Q_{n}\left(l-l_{0}\right)$ that the walker reaches point $l$ on the $n$th step in the presence of the trapping sites satisfies the following set of difference equations [see Fig. 2(b)]:

$$
\begin{align*}
Q_{n}\left(l-l_{0}\right)= & \frac{1}{2} \alpha Q_{n-1}\left(l-l_{0}+2\right) \\
& +\frac{1}{2}(1-\alpha) Q_{n-1}\left(l-l_{0}+1\right) \\
& +\frac{1}{2}(1-\alpha) Q_{n-1}\left(l-l_{0}-1\right) \\
& +\frac{1}{2} \alpha Q_{n-1}\left(l-l_{0}-2\right), \quad l \geq 3 \tag{B7}
\end{align*}
$$

and, since the walker cannot escape from sites $l=0$
and $l=-1$,

$$
\begin{aligned}
Q_{n}\left(2-l_{0}\right)= & \frac{1}{2} \alpha Q_{n-1}\left(4-l_{0}\right) \\
& +\frac{1}{2}(1-\alpha) Q_{n-1}\left(3-l_{0}\right) \\
& +\frac{1}{2}(1-\alpha) Q_{n-1}\left(1-l_{0}\right) \\
Q_{n}\left(1-l_{0}\right)= & \frac{1}{2} \alpha Q_{n-1}\left(3-l_{0}\right) \\
& +\frac{1}{2}(1-\alpha) Q_{n-1}\left(2-l_{0}\right), \\
Q_{n}\left(-l_{0}\right)= & \frac{1}{2} \alpha Q_{n-1}\left(2-l_{0}\right) \\
& +\frac{1}{2}(1-\alpha) Q_{n-1}\left(1-l_{0}\right) \\
& +Q_{n-1}\left(-l_{0}\right) \\
Q_{n}\left(-1-l_{0}\right)= & \frac{1}{2} \alpha Q_{n-1}\left(1-l_{0}\right)+Q_{n-1}\left(-1-l_{0}\right) \\
Q_{n}\left(l-l_{0}\right)= & 0, \quad l \leq-2
\end{aligned}
$$

The initial condition and normalization are

$$
\begin{align*}
Q_{0}\left(l-l_{0}\right) & =\delta_{l, l_{0}}  \tag{B9}\\
\sum_{l} Q_{n}\left(l-l_{0}\right) & =1 \tag{B10}
\end{align*}
$$

Multiplying Eqs. (B7) and (B8) by $z^{n}$ and summing from $n=1$ to $n=\infty$ yields the following difference equations for the generating function $F\left(z, l-l_{0}, \alpha\right)$ defined in Eq. (15):

$$
\begin{equation*}
£ F\left(z, l-l_{0}, \alpha\right)=H\left(z, l-l_{0}, \alpha\right) \tag{B11}
\end{equation*}
$$

The operator $\mathcal{L}$ is defined in Eq. (B4) and (B5), and

$$
\begin{align*}
H(z, l- & \left.l_{0}, \alpha\right) \\
= & \delta_{l, l_{0}}-F\left(z,-l_{0}, \alpha\right) \\
& \times\left[\frac{1}{2} \alpha z\left(\delta_{l, 2}+\delta_{l,-2}\right)\right. \\
& \left.+\frac{1}{2}(1-\alpha) z\left(\delta_{l, 1}+\delta_{l,-1}\right)-z \delta_{l, 0}\right] \\
& -F\left(z,-1-l_{0}, \alpha\right)\left[\frac{1}{2} \alpha z\left(\delta_{l, 1}+\delta_{l,-3}\right)\right. \\
& \left.+\frac{1}{2}(1-\alpha) z\left(\delta_{l, 0}+\delta_{l,-2}\right)-z \delta_{l,-1}\right] . \tag{B12}
\end{align*}
$$

Comparison of Eqs. (B5) and (B11) shows that $G\left(z, l-l_{s}, \alpha\right)$ is the Green's function required for the solution of the inhomogeneous equation satisfied by $F\left(z, l-l_{0}, \alpha\right)$ :

$$
\begin{equation*}
F\left(z, l-l_{0}, \alpha\right)=\sum_{l^{\prime}} G\left(z, l-l^{\prime}, \alpha\right) H\left(z, l^{\prime}-l_{0}, \alpha\right) . \tag{B13}
\end{equation*}
$$

Substituting Eq. (B12) into Eq. (B13) yields

$$
\begin{align*}
F(z, l- & \left.l_{0}, \alpha\right) \\
= & G\left(z, l-l_{0}, \alpha\right)-(z / 2) F\left(z,-l_{0}, \alpha\right) \\
& \times[\alpha G(z, l+2, \alpha)+(1-\alpha) G(z, l+1, \alpha) \\
& +(1-\alpha) G(z, l-1, \alpha)+\alpha G(z, l-2, \alpha) \\
& -2 G(z, l, \alpha)]-(z / 2) F\left(z,-1-l_{0}, \alpha\right) \\
& \times[G(z, l+3, \alpha)+(1-\alpha) G(z, l+2, \alpha) \\
& +(1-\alpha) G(z, l, \alpha)+\alpha G(z, l-1, \alpha) \\
& -2 G(z, l+1, \alpha)] . \tag{B14}
\end{align*}
$$

Via Eq. (B4), this expression simplifies further:

$$
\begin{align*}
& F\left(z, l-l_{0}, \alpha\right) \\
&= G\left(z, l-l_{0}, \alpha\right)-F\left(z,-l_{0}, \alpha\right) \\
& \times\left[(1-z) G(z, l, \alpha)-\delta_{l, 0}\right] \\
&-F\left(z,-1-l_{0}, \alpha\right)\left[(1-z) G(z, l+1, \alpha)-\delta_{l,-1}\right] \tag{B15}
\end{align*}
$$

Letting $l=0$ and $l=-1$ in Eq. (B15), solving the two resulting equations for $F\left(z,-l_{0}, \alpha\right)$ and $F\left(z,-1-l_{0}, \alpha\right)$ in terms of the $G(z, l, \alpha)$, and substituting back into Eq. (B15) finally yields

$$
\begin{align*}
& F\left(z, l-l_{0}, \alpha\right) \\
& =G\left(z, l-l_{0}, \alpha\right) \\
& \quad+\frac{\left[G\left(z, l_{0}, \alpha\right) G(z, 0, \alpha)-G\left(z, l_{0}+1, \alpha\right) G(z, 1, \alpha)\right]}{\left[G^{2}(z, 1, \alpha)-G^{2}(z, 0, \alpha)\right]} \\
& \quad \times\left(G(z, l, \alpha)-\frac{\left(\delta_{l, 0}\right)}{(1-z)}\right) \\
& \quad-\frac{\left[G\left(z, l_{0}, \alpha\right) G(z, 1, \alpha)-G\left(z, l_{0}+1, \alpha\right) G(z, 0, \alpha)\right]}{\left[G^{2}(z, 1, \alpha)-G^{2}(z, 0, \alpha)\right]} \\
& \quad \times\left(G(z, l+1, \alpha)-\frac{\left(\delta_{l,-1}\right)}{(1-z)}\right) . \tag{B16}
\end{align*}
$$

In particular, for the first passage time evaluated in Eq. (20) we need

$$
\begin{align*}
& F\left(z,-l_{0}, \alpha\right)+F\left(z,-1-l_{0}, \alpha\right) \\
& \quad=\frac{\left[G\left(z,-l_{0}, \alpha\right)+G\left(z,-1-l_{0}, \alpha\right)\right]}{[1-z][G(z, 0, \alpha)+G(z, 1, \alpha)]} . \tag{B17}
\end{align*}
$$

Equation (21) immediately follows for an $N$-ring with traps located at $l=l_{1}$ and $l=l_{1}-1$, with $l_{1}$ arbitrary.

## 2. Symmetric Random Walks with Exponentially Distributed Step Lengths-Absorbing Boundary

Consider a perfect one-dimensional infinite chain (without traps) and a random walker who begins his walk at $l=l_{s}$. The probability $P_{n}\left(l-l_{s}\right)$ that the walker is at site $l$ after $n$ steps satisfies the difference equation

$$
\begin{equation*}
P_{n}\left(l-l_{s}\right)=\frac{1}{2}\left(e^{a}-1\right) \sum_{l^{\prime}=-\infty}^{\infty} e^{-\left|l-l^{\prime}\right| a} P_{n-1}\left(l^{\prime}-l_{s}\right) \tag{B18}
\end{equation*}
$$

where the prime on the sum indicates the omission of the $l^{\prime}=l$ term. The $P_{n}\left(l-l_{s}\right)$ satisfy an initial condition and a normalization condition given by

$$
\begin{align*}
& P_{0}\left(l-l_{s}\right)=\delta_{l, l_{s}},  \tag{B19}\\
& \sum_{l=-\infty}^{\infty} P_{n}\left(l-l_{s}\right)=1 . \tag{B20}
\end{align*}
$$

Multiplying Eq. (B18) by $z^{n}$ and summing from
$n=1$ to $\infty$ then gives the difference equation for the generating function $G\left(z, l-l_{s}, a\right)$ :

$$
\begin{align*}
& G\left(z, l-l_{s}, a\right)-(z / 2)\left(e^{a}-1\right) \\
& \quad \times \sum_{l^{\prime}=-\infty}^{\infty} e^{-\left|l-l^{\prime}\right| a} G\left(z, l^{\prime}-l_{s}, a\right)=\delta_{l, l_{s}}, \tag{B21}
\end{align*}
$$

or

$$
\begin{equation*}
\mathcal{L} G\left(z, l-l_{s}, a\right)=\delta_{l, l_{s}}, \tag{B22}
\end{equation*}
$$

where Eq. (B21) defines the operator $\mathbb{L}$. Next, consider a random walk on an infinite chain with trapping sites at $l=l_{1}-k$ and $l=N+l_{1}+k$ for all $k \geq 0$. For the sake of simplicity in the equations that follow, we choose $l_{1}=0$ and include the obvious $l_{1}$ dependence at the end of the calculation. The walker starts his walk at $l=l_{0}$, with $1 \leq I_{0} \leq N-1$. The probability $Q_{n}\left(l-l_{0}\right)$ that the walker reach point $l$ on the $n$th step in the presence of the trapping sites satisfies the following difference equation:

$$
\begin{align*}
Q_{n}\left(l-l_{0}\right)= & \frac{1}{2}\left(e^{a}-1\right) \sum_{l^{\prime}=1}^{N-1} e^{-\left|l-l^{\prime}\right| a} Q_{n-1}\left(l^{\prime}-l_{0}\right), \\
= & 1 \leq l \leq N-1, \\
& \frac{1}{2}\left(e^{a}-1\right) \sum_{l^{\prime}=1}^{N-1} e^{-\left|l-l^{\prime}\right| a} Q_{n-1}\left(l^{\prime}-l_{0}\right) \\
& +Q_{n-1}\left(l-l_{0}\right), \quad l \leq 0 \text { and } l \geq N, \tag{B23}
\end{align*}
$$

where we have accounted for the fact that the walker cannot escape from the trapping sites. The initial and normalization conditions are

$$
\begin{align*}
& Q_{0}\left(l-l_{0}\right)=\delta_{l, l_{0}}  \tag{B24}\\
& \sum_{l=-\infty}^{\infty} Q_{n}\left(l-l_{0}\right)=1 \tag{B25}
\end{align*}
$$

Multiplying Eq. (B23) by $z^{n}$ and summing from $n=1$ to $n=\infty$ yields the following difference equation for the generating function $F\left(z, l-l_{0}, a\right)$ defined in Eq. (86):

$$
\begin{equation*}
\mathfrak{L} F\left(z, l-l_{0}, a\right)=H\left(z, l-l_{0}, a\right) \tag{B26}
\end{equation*}
$$

where the operator $\mathfrak{L}$ is defined in Eqs. (B21) and (B22) and

$$
\begin{align*}
& H\left(z, l-l_{0}, a\right) \\
& =\delta_{l, l_{0}}-(z / 2)\left(e^{a}-1\right) \sum_{l^{\prime}=-\infty}^{0} e^{-\left|l-l^{\prime}\right| a} F\left(z, l^{\prime}-l_{0}, a\right) \\
& \\
& \quad-(z / 2)\left(e^{a}-1\right) \sum_{l^{\prime}=N}^{\infty} e^{-\left|l-l^{\prime}\right| a} F\left(z, l^{\prime}-l_{0}, a\right), \\
& 1 \leq l \leq N-1, \\
& = \\
& -(z / 2)\left(e^{a}-1\right) \sum_{l^{\prime}=-\infty}^{0} e^{-|l-l| a} F\left(z, l^{\prime}-l_{0}, a\right)  \tag{B27}\\
& \\
& \quad-(z / 2)\left(e^{a}-1\right) \sum_{l=N}^{\infty} e^{-\left|l-l^{\prime}\right| a} F\left(z, l^{\prime}-l_{0}, a\right) \\
& \\
& \quad+z F\left(z, l-l_{0}, a\right), \quad l \leq 0 \text { and } l \geq N . \quad \text { (B27) }
\end{align*}
$$

Equations (B22) and (B26) show that $G\left(z, l-l_{s}, a\right)$ is the Green's function required for the solution of the inhomogeneous equation satisfied by $F\left(z, l-l_{0}, a\right)$ :

$$
\begin{equation*}
F\left(z, l-l_{0}, a\right)=\sum_{l^{\prime}=-\infty}^{\infty} G\left(z, l-l^{\prime}, a\right) H\left(z, l^{\prime}-l_{0}, a\right) . \tag{B28}
\end{equation*}
$$

Substituting Eq. (B27) into Eq. (B28) yields

$$
\begin{align*}
F(z, l & \left.-l_{0}, a\right) \\
= & G\left(z, l-l_{0}, a\right) \\
& -(z / 2)\left(e^{a}-1\right) \sum_{k=-\infty}^{\infty} \sum_{\substack{m=-\infty \\
k \neq m}}^{0} G(z, l-k, a) e^{-|k-m| a} \\
& \times F\left(z, m-l_{0}, a\right) \\
& -(z / 2)\left(e^{a}-1\right) \sum_{k=-\infty}^{\infty} \sum_{\substack{m=N}}^{\infty} G(z, l-k, \dot{k}) e^{-|k-m| a} \\
& \times F\left(z, m-l_{0}, a\right) \\
& +z \sum_{m=-\infty}^{\infty} G(z, l-m, a) F\left(z, m-l_{0}, a\right) \\
& +z \sum_{m=N}^{\infty} G(z, l-m, a) F\left(z, m-l_{0}, a\right) . \quad \text { (B29) } \tag{B29}
\end{align*}
$$

Equation (B21) allows us to eliminate the sums over the variable $k$, since

$$
\begin{align*}
& -(z / 2)\left(e^{a}-1\right) \sum_{k=-\infty}^{\infty} G(z, l-k, a) e^{-|k-m| a} \\
& \quad=\delta_{l, m}-G(z, l-m, a) . \tag{B30}
\end{align*}
$$

Equation (B29) then becomes

$$
\begin{align*}
F\left(z, l-l_{0}, a\right)= & G\left(z, l-l_{0}, a\right) \\
& +\sum_{m=-\infty}^{0} F\left(z, m-l_{0}, a\right) \\
& \times\left[(z-1) G(z, l-m, a)+\delta_{l, m}\right] \\
& +\sum_{m=N}^{\infty} F\left(z, m-l_{0}, a\right) \\
& \times\left[(z-1) G(z, l-m, a)+\delta_{l, m}\right] \tag{B31}
\end{align*}
$$

We now have the choice to evaluate the sum of Eq. (B31) over all nontrapping sites [Eq. (88)] or over all trapping sites [Eq. (90)]. These sums are, of course, related via the conservation of walkers expressed by Eq. (89):

$$
\begin{align*}
& \sum_{l=-\infty}^{0} F\left(z, l-l_{0}, a\right)+\sum_{l=N}^{\infty} F\left(z, l-l_{0}, a\right) \\
& =1 /(1-z)-\sum_{l=1}^{N-1} F\left(z, l-l_{0}, a\right) . \tag{B32}
\end{align*}
$$

Although there are fewer nontrapping sites $(1 \leq l \leq$ $N-1)$ than there are trapping sites ( $l \leq 0, l \geq N$ ),
it turns out to be computationally more convenient to work in terms of the latter.

If $l$ is a trapping site, Eq. (B31) can be rewritten:

$$
\begin{align*}
& F\left(z, l-l_{0}, a\right) G(z, 0, a) \\
&= G\left(z, l-l_{0}, a\right)(1-z) \\
& \quad-\sum_{\substack{m=\infty \\
m \neq l}}^{0} G(z, l-m, a) F\left(z, m-l_{0}, a\right) \\
&-\sum_{\substack{m=N \\
m \neq l}}^{\infty} G(z, l-m, a) F\left(z, m-l_{0}, a\right), \\
& \quad l \leq 0 \text { and } l \geq N . \tag{B33}
\end{align*}
$$

Using Eq. (74) written in the form

$$
\begin{equation*}
G(z, l, a)=f(z, a) x^{|\tau|}, \quad|l| \geq 1, \tag{B34}
\end{equation*}
$$

where

$$
\begin{equation*}
f(z, a)=\frac{z\left(e^{2 a}-1\right)}{\left[2+z\left(e^{a}-1\right)\right] D_{0}}, \tag{B35}
\end{equation*}
$$

and where $x$ and $D_{0}$ are defined in Eqs. (75) and (76), we can further rewrite Eq. (B33):

$$
\begin{align*}
F\left(z, l-l_{0}, a\right) & G(z, 0, a) \\
= & {[f(z, a) /(1-z)] x^{\left|l-i_{0}\right|} } \\
& \quad-f(z, a) \sum_{\substack{m=-\infty \\
l \neq m}}^{0} F\left(z, m-l_{0} a\right) x^{|l-m|} \\
& \quad-f(z, a) \sum_{\substack{m=N_{2} \\
l \neq m}}^{\infty} F\left(z, m-l_{0}, a\right) x^{|l-m|}, \\
& l \leq 0 \text { and } l \geq N . \quad \text { B3 } \tag{B36}
\end{align*}
$$

This equation can now be summed over trapping sites $l$ since the right side involves only trivial sums of the form $\sum_{l} x^{ \pm l}$. The result is

$$
\begin{align*}
{[G(z, 0, a)} & +2 f(z, a) x /(1-x)] \\
& \times\left(\sum_{l=-\infty}^{0} F\left(z, l-l_{0}, a\right)+\sum_{l=N}^{\infty} F\left(z, l-l_{0}, a\right)\right) \\
= & {[f(z, a) /(1-z)]\left(x^{l_{0}}+x^{N-l_{0}}\right) /(1-x) } \\
& +f(z, a)\left[\left(1-x^{N}\right) /(1-x)\right] \\
& \times\left[F\left(z,-l_{0}, a\right)+F\left(z, N-l_{0}, a\right)\right] \\
& +f(z, a)\left[\left(x-x^{N}\right) /(1-x)\right] \\
& \times \sum_{m=-\infty}^{1} F\left(z, m-l_{0}, a\right) x^{-m} \\
& +f(z, a) x^{-N}\left[\left(x-x^{N}\right) /(1-x)\right] \\
& \times \sum_{m=N+1}^{\infty} F\left(z, m-l_{0}, a\right) x^{m} . \tag{B37}
\end{align*}
$$

The last two sums in this equation can be expressed in a simpler form by noting that Eq. (B36) gives these sums in terms of $F\left(z,-l_{0}, a\right)$ and $F\left(z, N-l_{0}, a\right)$, which are the generating functions for stepping on the first traps adjacent to either end of the nontrapping
interval:

$$
\begin{align*}
& G(z, 0, a) F\left(z,-l_{0}, a\right) \\
&= {[f(z, a) /(1-z)] x^{l_{0}} } \\
&-f(z, a) \sum_{m=-\infty}^{1} F\left(z, m-l_{0}, a\right) x^{-m} \\
&-f(z, a) \sum_{m=N+1}^{\infty} F\left(z, m-l_{0}, a\right) x^{m} \\
& \quad-f(z, a) x^{N} F\left(z, N-l_{0}, a\right),  \tag{B38}\\
& G(z, 0, a) F\left(z, N-l_{0}, a\right) \\
&= {[f(z, a) /(1-z)] x^{N-l_{0}} } \\
&-f(z, a) x^{N} F\left(z,-l_{0}, a\right) \\
& \quad-f(z, a) x^{N} \sum_{m=-\infty}^{1} F\left(z, m-l_{0}, a\right) x^{-m} \\
& \quad f(z, a) x^{-N} \sum_{m=N+1}^{\infty} F\left(z, m-l_{0}, a\right) x^{m} . \tag{B39}
\end{align*}
$$

Solving for

$$
\sum_{m=-\infty}^{1} F\left(z, m-l_{0}, a\right) x^{-m}
$$

and

$$
\sum_{m=N+1}^{\infty} F\left(z, m-l_{0}, a\right) x^{m}
$$

in terms of $F\left(z,-l_{0}, a\right)$ and $F\left(z, N-l_{0}, a\right)$ and substituting the result into Eq. (B37) yields

$$
\begin{align*}
{[G(z, 0, a)} & +2 f(z, a) x /(1-x)] \\
& \times\left(\sum_{l=-\infty}^{0} F\left(z, l-l_{0}, a\right)+\sum_{l=N}^{\infty} F\left(z, l-l_{0}, a\right)\right) \\
= & \frac{f(z, a) x^{l_{0}}+x^{N-l_{0}}(1+x)}{(1-z)(1-x)\left(1+x^{N}\right)}+\frac{\left(x-x^{N}\right)}{\left(1+x^{N}\right)(1-x)} \\
& \times[f(z, a)-G(z, 0, a)] \\
& \times\left[F\left(z,-l_{0}, a\right)+F\left(z, N-l_{0}, a\right)\right] . \quad \text { (B40) } \tag{B40}
\end{align*}
$$

It now only remains to eliminate $\left[F\left(z,-l_{0}, a\right)+\right.$ $\left.F\left(z, N-l_{0}, a\right)\right]$ from the right side of Eq. (B40) since all other quantities on the right side are known.

This can be done by noting that through Eqs. (B26) and (B27) we can get an independent relation between $\left[F\left(z,-l_{0}, a\right)+F\left(z, N-l_{0}, a\right)\right]$ and the sums appearing on the left of Eq. (B40); Eqs. (B26) and (B27) can be rewritten in the form

$$
\begin{align*}
&(1-z) F\left(z, l-l_{0}, a\right) \\
&=(z / 2)\left(e^{a}-1\right) \sum_{l^{\prime}=1}^{N-1} e^{-\left(l^{\prime}-l\right) a} F\left(z, l^{\prime}-l_{0}, a\right), \quad l \leq 0, \\
&=(z / 2)\left(e^{a}-1\right) \sum_{l^{\prime}=1}^{N-1} e^{-\left(l-l^{\prime}\right) a} F\left(z, l^{\prime}-l_{0}, a\right), \quad l \geq N . \tag{B41}
\end{align*}
$$

Hence we have

$$
\begin{align*}
& (1-z) \sum_{l=-\infty}^{0} F\left(z, l-l_{0}, a\right) \\
& \quad=\frac{z}{2}\left(1-e^{a}\right)  \tag{B42}\\
& \left(1-e^{-a}\right)
\end{align*} \sum_{l^{\prime}=1}^{N-1} e^{-l^{\prime} a} F\left(z, l^{\prime}-l_{0}, a\right), ~ l
$$

$$
\begin{align*}
& (1-z) F\left(z,-l_{0}, a\right) \\
& \quad=(z / 2)\left(1-e^{a}\right) \sum_{l^{\prime}=1}^{N-1} e^{-l^{\prime} a} F\left(z, l^{\prime}-l_{0}, a\right),  \tag{B43}\\
& (1-z) \sum_{l=N}^{\infty} F\left(z, l-l_{0}, a\right) \\
& \quad=\frac{z}{2} \frac{\left(1-e^{a}\right)}{\left(1-e^{-a}\right)} e^{-N a} \sum_{l^{\prime}=1}^{N-1} e^{l^{a} a} F\left(z, l^{\prime}-l_{0}, a\right),  \tag{B44}\\
& (1-z) F\left(z, N-l_{0}, a\right) \\
& \quad=(z / 2)\left(1-e^{a}\right) e^{-N a} \sum_{l^{\prime}=1}^{N-1} e^{l^{\prime} a} F\left(z, l^{\prime}-l_{0}, a\right) . \tag{B45}
\end{align*}
$$

Equations (B42)-(B45) directly give
$\left[F\left(z,-l_{0}, a\right)+F\left(z, N-I_{0}, a\right)\right]$

$$
\begin{equation*}
=\left(1-e^{-a}\right) \sum_{l^{\prime}=-\infty}^{0} F\left(z, l-l_{0}, a\right)+\sum_{l^{\prime}=N}^{\infty} F\left(z, l-l_{0}, a\right) . \tag{B46}
\end{equation*}
$$

Combining Eqs. (B40) and (B46) then finally yields

$$
\begin{align*}
& \sum_{l=-\infty}^{0} F\left(z, l-l_{0}, a\right)+\sum_{l=N}^{\infty} F\left(z, l-l_{0}, a\right) \\
&=\frac{f(z, a)\left(x^{l_{0}}+x^{N-l_{0}}\right)(1+x)}{[1-z]\left\{\left[\left(1-x e^{-a}\right)-x^{N}\left(x-e^{-a}\right)\right] G(z, 0, a)+\left[\left(1+e^{-a}\right)+x^{N-1}\left(1+2 x-e^{-a}\right)\right] x f(z, a)\right\}} \\
&=\frac{\left[G\left(z, l_{0}, a\right)+G\left(z, N-l_{0}, a\right)\right](1+x)}{[1-z]\left\{\left[\left(1-x e^{-a}\right)-x^{N}\left(x-e^{-a}\right)\right] G(z, 0, a)+\left[\left(1+e^{-a}\right)+x^{N-1}\left(1+2 x-e^{-a}\right)\right] G(z, 1, a)\right\}} . \tag{B47}
\end{align*}
$$

Equation (91) immediately follows upon defining the absorbing boundaries to begin at $l=l_{1}$ and $l=$ $N-l_{1}$ for arbitrary $l_{1}$.
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#### Abstract

Methods are discussed for discovery of physically or mathematically special families of exact solutions of systems of partial differential equations. Such systems are described geometrically using equivalent sets of differential forms, and the theory derived for obtaining the generators of their invariance groupsvector fields in the space of forms. These isovectors then lead naturally to all the special solutions discussed, and it appears that other special ansätze must similarly be capable of geometric description. Application is made to the one-dimensional heat equation, the vacuum Maxwell equations, the Korteweg-de Vries equation, one-dimensional compressible fluid dynamics, the Lambropoulos equation, and the cylindrically symmetric Einstein-Maxwell equations.


## I. INTRODUCTION

Exact solutions of the sets of coupled nonlinear partial differential equations of physics (fluid physics, general relativity, etc.) are of great value for the physical insight they can give into extreme cases not susceptible to numerical or approximate treatment. The search for such solutions is, however, not a systematic process, but depends in practice on intuitive skill and physical or geometrical analogy for the divination of successful ansätze. In first attempt at a more systematic methodology, we have considered, as a practical process of applied mathematics, the use of the generators of the invariance group of a given set of equations. Our method for finding these appears to be new; it is based on Cartan's geometric formulation of partial differential equations in the language of exterior differential forms, and introduces the fields of isovectors which generate the invariance transformations. With these, we indeed find certain specializations of the set considered, which may be soluble exactly; in particular we refer to classes of so-called similarity solutions and to algebraically special solutions based on invariant subspaces. Other methods for systematic discovery of exact solutions must also have close connections to this underlying group structure.

In the following, we sketch the method and illustrate use of it by application to a number of simple examples, including the vacuum Maxwell equations, the one-dimensional heat equation, and some simple nonlinear cases from fluid dynamics; and also we relate it to "solution generation" procedures which were previously applied by one of the authors to a specialization of the general relativistic EinsteinMaxwell equations. We trust that its usefulness in other such nonlinear contexts will become evident.

The basic work on invariance groups of partial differential equations has been well established by its
originators, especially Lie. ${ }^{1}$ It has been used recently by Bluman and Cole ${ }^{2}$ in discussing very general similarity solutions of the one-dimensional heat equation. We present here what we believe to be a more useful, intuitive, and concise formulation in the language of differential forms. Cartan's geometric theory of partial differential equations ${ }^{3}$ has been expounded by Slebodzinski, ${ }^{4}$ to whose terminology we remain close, and by Choquet-Bruhat ${ }^{5}$; a careful survey and bibliography of modern work and formulations is due to Hermann. ${ }^{6}$ We extend their geometrical picture to emphasize the role of the isovector fields, the generators of geometric transformations with suitable algebraic invariance properties. These isovector fields generate the invariance group, or isogroup, and in turn lead to varieties of special solutions. It seems to us that such an approach to partial differential equations is so deep that all successful ansätze for special solutions must, in it, take their most transparent form, as algebraic criteria on geometric objects in general spaces.

## II. EXTERIOR DIFFERENTIAL FORMS

We first recapitulate the notation and basic identities of the calculus of exterior differential forms. In a differentiable manifold of $n$ dimensions, we regard a $p$-form $\omega$ either as an index-free notation for a $p$-vector (or completely antisymmetric covariant $p$ thrank tensor) $\omega_{\mu_{1} \cdots \mu_{\nu}}$ or as the value (or scalar magnitude) of this $p$-vector when contracted with a $p$-fold infinitesimal (simple, contravariant, completely antisymmetric) tensor of extension describing an elementary cell of a p-dimensional submanifold,


Modern expositions equivalently treat 1 -forms as elements of the cotangent space at a point of the
manifold, i.e., as mappings from the tangent space into the reals. ${ }^{5,6,8}$

At each point of the manifold, the forms have a Grassmann algebra (with noncommutative antisymmetrized outer multiplication denoted by $\wedge$ ) over a $2^{n}$-dimensional linear vector space. Over the manifold we may use the three operations of exterior differentiation, $d$, of contraction with a vector field $V$ (a contravariant vector $\left.V^{\mu}\right), V \_\omega$, and of Lie derivative with respect to $V, £_{V} \omega$. These give forms of rank $p+1$, $p-1$, and $p$, respectively. The following results are to be found in the references, or may easily be written from the equivalent operations of the tensor calculus. ${ }^{7}$

Let $\omega$ be a $p$-form, $\sigma$ a $q$-form, $f$ a 0 -form, $c$ a constant, and $V$ and $W$ vector fields. Then

$$
\begin{align*}
& \omega \wedge \sigma=(-1)^{p q} \sigma \wedge \omega, \\
& d(\omega \wedge \sigma)=d \omega \wedge \sigma+(-1)^{p} \omega \wedge d \sigma, \\
& d d \omega=0,  \tag{1}\\
& d c=0, \\
& \left(V \_+W \_J\right) \omega=V \_\omega+W \_\omega, \\
& (f V)-\downarrow \omega=f\left(V \_\omega\right) \text {, }  \tag{2}\\
& V_{-} \quad(\omega \wedge \sigma)=\left(V \_\omega\right) \wedge \sigma \\
& +(-1)^{p} \omega \wedge(V-\downarrow \sigma), \\
& £ \omega=V \_d \omega+d\left(V \_\omega\right), \\
& \text { V } \\
& \underset{V}{£} f=V \_d f, \\
& \underset{V}{£} d \omega=d(\underset{V}{£} \omega),  \tag{3}\\
& \underset{V}{£}(\omega \wedge \sigma)=(\underset{V}{£} \omega) \wedge \sigma+\omega \wedge(\underset{V}{£} \sigma), \\
& \underset{V}{£}(W-\downarrow \omega)=[V, W]-\perp \omega+W \perp(\underset{V}{£} \omega) .
\end{align*}
$$

[ $V, W$ ] is the commutator, or Lie product, of these vectors: It is the contravariant vector field $\mathfrak{E}_{V} W^{\mu}$. In the following, we will usually omit the exterior product operator $\wedge$.

## III. CARTAN'S THEORY

Cartan ${ }^{3-6}$ has discussed criteria for the equivalence of a given set of partial differential equations (in $n-p$ dependent variables and $p$ independent variables) with a closed set of differential forms on an $n$-dimensional manifold. The latter set is the basis of a differential ideal of the Grassmann algebra of forms on the manifold. Any set algebraically equivalent to the set generates the same ideal, and could as well serve as the basis. An integral manifold of the ideal is a subspace, the extension elements of which annulgive zero values to-all forms in the ideal, or the
section ${ }^{7}$ of which with the ideal gives forms, in the subspace, identically zero.
In tensor notation, in an $n$-dimensional manifold spanned by $x^{\mu}$, a $p$-dimensional subspace is described by $n$ parametric equations $x^{\mu}=x^{\mu}\left(y^{A}\right), A=1, \cdots, p$. The $y^{A}$ can be adopted as coordinates in the subspace. We can apply the section operators ${ }_{A} \lambda^{\mu}=\partial x^{\mu} / \partial y^{A}$ to covariant quantities, for example, vectors, $\phi_{\mu}$, obtaining sectioned covariant quantities $\tilde{\phi}_{A} \equiv{ }_{A} \lambda^{\mu} \phi_{\mu}$, etc., in the subspace, i.e., quantities which transform properly under transformations $y^{A}=y^{A}\left(\bar{y}^{A}\right)$. The sectioning of forms is equivalently defined. If sectioning a form $\phi$ gives a form $\tilde{\phi}$ which is identically zero, any extension element of the subspace must annul $\phi$, and conversely.

If an integral manifold of dimensionality $p$ exists, and if, in it, $p$ of the variables may vary freely (i.e., may also be adopted as the coordinates in the manifold), it amounts to a functional specification of the other $n$ - $p$ variables-the former are then called independent, and the latter dependent, variables. Such an integral manifold in the $n$-space can geometrically represent a solution of the original set of partial differential equations. In fact, denoting the $n-p$ variables by $z^{i}, i=1, \cdots, n-p$, and the $p$ variables as $x^{A}, A=1, \cdots, p$, one must be able to reobtain the original partial differential equations by substituting, into the set of forms in $n$ dimensions, the relations sectioning those forms into the $p$-manifold:

$$
d \tilde{x}^{A}=d x^{A}, \quad d \tilde{z}^{i}=\frac{\partial z^{i}}{\partial x^{A}} d x^{A}
$$

and then requiring the coefficients of the forms $d x^{A}, d x^{A} \wedge d x^{B}$, etc., to vanish. By this procedure we impose the independence of the variables $x^{4}$ on the set of forms.

The integral manifolds of a differential ideal are classified by Cartan as (1) general or (2) singular. The singular manifolds are poorly understood as a class, and must be investigated by ad hoc methods. The general manifolds are those which can be obtained by a step-by-step procedure of Cauchy-Kowalewski integrations, beginning with one-dimensional integral manifolds and giving a hierarchy, or chain, of such, of every dimensionality up to the maximum (or genus) $g$. In a beautiful, systematic, theoretical development, Cartan gives the local algebraic existence criteria for these general solutions; in particular, if, for a dimensionality $p \leq g$, these criteria show the existence of general integral manifolds in which the variables $x^{A}$ and their differentials $d x^{A}$ can freely be chosen, the ideal is said to be in involution with respect to the $x^{4.3 .4}$

When one imposes independence of the variables $x^{4}$ on a set of forms, if it is not already in involution with respect to these variables, he perforce searches for a class of singular integral manifolds. If they exist, it is possible by prolongation-the introduction of more variables and more forms--to derive a new set which is in involution with the required set $x^{4},{ }^{3,4,7}$ In this way one discovers variables, in terms of which the desired solutions are obtainable from appropriate Cauchy data. We, however, have been more concerned with the converse problem: given a set of physically motivated partial differential equations, to write an equivalent set of forms which is in involution with respect to the independent variables (i.e., a set whose general integral manifolds are the desired solutions). In all the cases below this has been achieved, as we have verified by detailed application of Cartan's criteria. (There is, however, one delicate point. If the ideal of forms does not have the additional property of being complete, ${ }^{3}$ it can happen that the ideal may be augmented with some additional forms, giving a larger ideal that still leads to all the solutions of the same set of partial differential equations.) Indeed we believe involutory sets to be achievable for the partial differential equations of any well-set physical theory. All this may well be the mathematical basis for the otherwise somewhat mysterious need for introduction of certain sets of "extra" variables in physical theories (such as in general relativity, where we refer to the Riemann tensor components) whose partial differential equations would seem otherwise strangely incomplete. Further insight into this remark comes also from consideration of the structure of Maxwell's equations, as we will discuss later.

With the involutory property, then, we regard the differential ideals as precisely equivalent to-or giving a geometric form to-the structures of the equivalent sets of partial differential equations immediately derivable from them. Both the general and singular solutions of a set of partial differential equations must partake of the invariance group of the collection of geometric objects described by the equivalent ideal, and it is such groups and their generators that we investigate and use to discover special solutions.

## IV. THE ISOGROUP

We write a set of forms in $n$-space as $\omega_{i}, i=1, \cdots$; the $i$ th form $\omega_{i}$ is taken to be of degree $p_{i}$. We then require that the ideal be invariant under the continuous dragging transformation (or mapping, or diffeomorphism) generated by the vector field $V$, by writing

$$
\begin{equation*}
\underset{V}{£} \omega_{i}=\sum_{j} \lambda_{i}^{j} \omega_{j} \tag{4}
\end{equation*}
$$

The sum includes only forms $\omega_{j}$ for which $p_{j} \leq p_{i}$ (thus including $\omega_{i}$ itself). $\lambda_{i}^{j}$ is an arbitrary form of degree $p_{i}-p_{i}$. V is a contravariant vector field in the space of $n$ dimensions, and is to be considered as a function of all $n$ variables (i.e., $n-p$ "dependent" and $p$ "independent").

A set of Lie increments $\epsilon £_{V} \omega_{i}$ represents simultaneous infinitesimal changes in all the objects $\omega_{i}$ equivalent to the "active" coordinate change, or point transformation,

$$
\begin{equation*}
{ }^{\prime} x^{\mu}=x^{\mu}+\epsilon V^{\mu} \quad(\epsilon \text { infinitesimal }) \tag{5}
\end{equation*}
$$

of the background coordinatized $n$-manifold. Requiring these increments of the set of $\omega_{i}$ to produce no change in any of the integral manifolds (which clearly preserves the form of the original system of partial differential equations) is thus the same as having the equivalent active point transformation take all solutions simultaneously into other solutions. Clearly, the most general way to achieve the former is with Eq. (4), which asserts that the increments of $\omega_{i}$ are in the ideal, and conversely; in Cartan's terminology, the $\omega_{i}$ and the transformed $\omega_{i}$ are algebraically equivalent sets and the ideal is unchanged.

To explicitly find the invariance group, we expand Eq. (4) in terms of basis $p_{i}$-forms (products of $p_{i}$ 1 -forms, usually the $d x^{j}$ ). This is done with the aid of the identities for forms (1)-(3). We then equate coefficients of the basis $p_{i}$-forms to zero and algebraically eliminate the components of the $\lambda_{i}^{j}$. This yields a system of linear partial differential equations for the components of the $V$, which can usually be solved in a straightforward fashion.

We denote a solution $V$ an isovector of the ideal and, finding all such, consider the transformation group, or isogroup, which they generate, and its Lie algebra. If the $N$, say, distinct isovector fields are labeled by a subscript $A, B=1,2, \cdots, N$, the structure constants of the group follow from

$$
\left[V_{A}, V_{B}\right]=C_{A B}^{C} V_{C}
$$

One may ask: Cannot this all be done in indicial notation without ever introducing forms? The answer is, of course, yes; in fact, invariance groups have been computed traditionally in essentially this way. ${ }^{1.2}$ However, it seems to us in practice that the use of forms usually enables calculation to be carried out more quickly and easily and that recognition of the $n$-dimensional geometric structures involved can be of great heuristic value in discovering special classes of solutions.

## V. SPECIAL SOLUTION SETS

We now mention several ways of using the isovectors to generate additional forms which, when adjoined to the original set, give an augmented ideal whose solutions are in some sense special: A subset of the general solutions of the original set. It can happen that such a restricted problem is soluble in exact terms, whereas the general problem is not. It can also happen that a suitably restricted problem may have considerable physical interest by itself. It seems that any way of finding suitable restrictions-i.e., discovering augmented ideals which still have nonempty sets of solutions-must closely depend on similar uses of the isogroup.
(1) Invariant subspaces (or varieties) of the isogroup are described by degeneration of the rank of the matrix of $V_{A}^{\mu}$. Here $\mu=1, \cdots, n$ are labels of coordinates in the space of forms, and $A=1, \cdots, N$ are labels of the isovectors. These varieties are taken into themselves by the transformations of the group ${ }^{9}$; hence any integral manifold specialized to be immersed in such a variety continues to be so immersed when transformed-there then being a set of such special solutions. They annul an augmented ideal including the 0 -forms of the invariant variety and their exterior derivatives. For reasons that will become apparent when we discuss Maxwell's equations, we can call such solutions "algebraically special."
(2) A generalization of this is to search for all other sets of forms which, when adjoined to the original ideal, give an augmented ideal which (a) is still in involution with respect to the desired independent variables (this, however, may be achievable by prolongation) and (b) has an isogroup which includes all the original isovectors and so is at least as large as the original isogroup (an exception to this last could be made, if physically a subgroup of the original isogroup were deemed most significant and alone were required to be preserved). How to achieve this in general, by systematic search, is not clear to us. We find an example of such a process, however, in the discussion of the vacuum Maxwell equations.

One possible way to achieve the above is clear if the Lie algebra of the isogroup (or one of its subgroups) has an ideal-i.e., if the isogroup has an invariant subgroup. The ideal of forms then may be augmented by contractions of some or all of them with all the isovectors in the ideal of the isogroup, and we will show that the resulting augmented ideal of differential forms will have an isogroup certainly not smaller, and even perhaps larger, than the original isogroup
(or subgroup). The subset of solutions thus singled out may have quite interesting additional physical symmetries. Let $V_{A}$ represent the isovectors from the ideal of the isogroup and $V$ be a general isovector. From the original ideal of forms, we choose a closed set $\omega_{i}$ such that $£_{V} \omega_{i}$ is in the ideal $\omega_{i}$ (this may be the entire original ideal), and augment the ideal with the contracted forms $\omega_{A i} \equiv V_{A} \_\omega_{i}$. The augmented ideal is still closed, since from Eq. (3)

$$
\begin{equation*}
\left.d \omega_{A i}=\underset{V_{A}}{£} \omega_{i}-V_{A}\right\lrcorner\left(d \omega_{i}\right) ; \tag{6}
\end{equation*}
$$

the first term on the right is in the ideal of $\omega_{i}$, since $V_{A}$ is an isovector, and the second term is clearly in the augmented ideal. To prove our assertion about the isogroup, then, consider [using Eq. (3)]

$$
\begin{equation*}
\underset{V}{£} \omega_{A i}=\underset{V}{£} V_{A} \downharpoonleft \omega_{i}=\left[V, V_{A}\right] \downharpoonleft \omega_{i}+V_{A} \downharpoonleft \underset{V}{£} \omega_{i} ; \tag{7}
\end{equation*}
$$

since $V_{A}$ is an ideal, $\left[V, V_{A}\right]$ belongs to $V_{A}$; by hypothesis $\mathfrak{£}_{V} \omega_{i}$ is in $\omega_{i}$, so that the second term on the right side belongs to $\omega_{A i}$ and so that any $V$ will still be an isovector of the augmented set.
(3) If we are willing to search for a class of solutions no longer invariant under the isogroup, we can, from a single isovector $V$, taken from the general solution of the linear equations (4), obtain a set of forms

$$
\sigma_{i}=V \downharpoonleft \omega_{i} .
$$

(It should be noted that, since such a $V$ is a superposition of the generators, it contains $N$ arbitrarily chosen parameters.) Then

$$
\begin{aligned}
\underset{V}{£} \sigma_{i} & =\underset{V}{£} V-ل \omega_{i}=V \sqsupset \underset{V}{£} \omega_{i} \\
& =V-\downarrow \sum_{j} \lambda_{i}^{j} \omega_{j} \\
& =\sum_{j}\left[V-\perp \lambda_{i}^{j}\right] \omega_{j}+\sum_{j}(-1)^{p_{i}-D_{j}} \lambda_{i}^{j} \sigma_{j} .
\end{aligned}
$$

Thus, since the ideal $\omega_{i}$ is invariant under $V$, the augmented ideal $\left\{\omega_{i}, \sigma_{i}\right\}$ is also invariant under this particular $V$ (but not under the rest of the isovectors). This suggests that we may annul the augmented ideal $\left\{\omega_{i}, \sigma_{i}\right\}$ to find (a nonempty) class of special solutions of the original equations. By imposing independent variables one recovers the original set of partial differential equations from the $\omega_{i}$, plus an auxiliary set from the $\sigma_{i}$. Of course, one can too severely limit the solutions by imposing arbitrary auxiliary conditions; but by imposing just the set found using one particular, but arbitrary, isovector in the above manner, we find the most general so-called "similarity" solutions of the original set. They functionally
depend on the ratios of the $N$ parameters in $V$. This technique is especially appropriate when one is also dealing with boundary conditions invariant under a $V$.
(4) Finally, this last method suggests a sometimes useful generalization of the isovectors themselves. In the typical case we have considered, the isovectors are first found from the original set of forms and then are contracted with these forms to get new forms. However, these new forms could have been included as part of the original set, although their exact expression was not known since $V$ has not yet been found. Thus we can augment the original set of forms with contracted forms constructed with a generalized iso-vector-one which itself preserves only the augmented ideal:

$$
\begin{equation*}
\left.\underset{V}{£} \omega_{i}=\sum_{j} \lambda_{i}^{j} \omega_{i}+\sum_{j} \mu_{i}^{j} V\right\lrcorner \omega_{j} . \tag{8}
\end{equation*}
$$

The $\mu_{i}^{j}$ are forms of degree $p_{i}-p_{j}+1$. It appears possible to make a variety of restrictive choices of the $\mu_{i}^{j}$; in fact, leaving them too free can result in $V$ being undetermined. We are not convinced that any class of solutions defined in this way will have much intrinsic physical interest, but if boundaries are also involved, this procedure may be appropriate. Indeed, we will show later that certain recently found "nonclassical similarity solutions" discussed by Bluman and Cole can be constructed in exactly this way.

## VI. EXAMPLES

## A. The One-Dimensional Heat Equation

We have

$$
\begin{equation*}
\psi_{x x}=\psi_{t} . \tag{9}
\end{equation*}
$$

Here and in the rest of the section, lower case Latin subscripts denote partial differentiation, as does subscript $\psi$.
To convert this to a set of differential forms, we first reduce it to a first-order set by defining new variables: $u=\psi_{t}$ and $y=\psi_{x}$. The given equation is now $y_{x}=u$.
The set to be annulled has one 1 -form and two 2-forms:

$$
\begin{align*}
\alpha & =d \psi-u d t-y d x \\
d \alpha & =-d u d t-d y d x  \tag{10}\\
\beta & =u d x d t-d y d t
\end{align*}
$$

The number of variables $n=5: t, x, \psi, u$, and $y$. By taking the outer derivative of $\beta$, the derived form is found to be in the ideal of $\alpha, d \alpha$, and $\beta$, so that the set is closed.

The set is in involution with respect to $x$ and $t$, and gives back the original partial differential equations if we impose independence of these variables, requiring
the sectioned forms to be annulled by elements of a 2-manifold in which $d x$ and $d t$ are independent forms. By substituting $d u=u_{x} d x+u_{t} d t$, etc., into $\alpha$, this gives $u=\psi_{t}$ and $y=\psi_{x}$. Next, if we section $d \alpha$, we have

$$
\begin{aligned}
d \tilde{\alpha} & =-\left(u_{t} d t+u_{x} d x\right) d t-\left(y_{t} d t+y_{x} d x\right) d x \\
& =\left(y_{t}-u_{x}\right) d x d t,
\end{aligned}
$$

so that annulling gives $y_{t}=u_{x}$, the correct integrability condition. Finally, sectioning $\beta$ yields

$$
\tilde{\beta}=\left(u-y_{x}\right) d x d t
$$

so that annulling gives $u=y_{x}$ as above.
We now find the isogroup by requiring that the Lie derivatives of $\alpha, d \alpha$, and $\beta$ with respect to a vector field $V$ be in the ideal of $\alpha, d \alpha$, and $\beta$. The general isovector $V$ is to be considered a function of all five variables. We give the calculation in detail to demonstrate the method. We consider first

$$
\begin{equation*}
\underset{V}{£} \alpha=\lambda \alpha . \tag{11}
\end{equation*}
$$

No other term on the right-hand side is possible since $\alpha$ is the only 1 -form. We treat this with a trick (which can be used when there is a single 1 -form). Write

$$
\begin{equation*}
F=V \quad \downarrow . \tag{12}
\end{equation*}
$$

From Eq. (3) we have

$$
\begin{align*}
& \mathfrak{£} \alpha=V-d \alpha+d(V-d \alpha) \\
& \quad \therefore \quad V-d \alpha=\lambda \alpha-d F
\end{align*}
$$

Expanding on the basis of 1 -forms $d \psi, d t, d u, d x$, and $d y$, we have

$$
\begin{array}{rl}
-V^{u} d t+V^{t} & d u-V^{y} d x+V^{x} d y \\
= & \lambda(d \psi-u d t-y d x)-F_{t} d t \\
& -F_{x} d x-F_{u} d u-F_{y} d y \\
& -F_{\psi} d \psi
\end{array}
$$

From Eq. (12) we get

$$
F=V^{\psi}-u V^{t}-y V^{x}
$$

We equate coefficients of each basis form to zero, eliminate $\lambda$, and solve for the $V^{i}$ :

$$
\begin{gather*}
V^{x}=-F_{y}, \quad V^{t}=-F_{u} \\
V^{u}=F_{t}+u F_{\psi}, \quad V^{u}=F_{x}+y F_{\psi}  \tag{14}\\
V^{\psi}=F-u F_{u}-y F_{y}
\end{gather*}
$$

If we take the exterior derivative of Eq. (11), we get

$$
\begin{equation*}
\underset{V}{£} d \alpha=(d \lambda) \alpha+\lambda d \alpha \tag{15}
\end{equation*}
$$

thus $\mathfrak{£}_{V} d \alpha$ is already in the ideal. We need only
consider $£_{V} \beta$ to complete the calculation. We put

$$
\begin{equation*}
\underset{V}{£} \beta=\xi \beta+\omega \alpha-\zeta d \alpha, \tag{16}
\end{equation*}
$$

where $\xi, \zeta$, and $\omega$ are arbitrary $0-, 0-$, and 1 -forms, respectively. We may require that $\omega$ have no $d \psi$ term without loss of generality. Expansion of Eq. (16) yields

$$
\begin{array}{r}
V^{u} d x d t+u d V^{x} d t+u d x d V^{t}-d V^{y} d t-d y d V^{t} \\
=\xi(u d x d t-d y d t)+\zeta(d u d t+d y d x) \\
+(A d t+B d x+C d u+D d y) \\
 \tag{17}\\
\times(d \psi-u d t-y d x) .
\end{array}
$$

$\xi, \zeta, A, B, C$, and $D$ are arbitrary and are to be eliminated. The expression $d V^{i}, i=x, t, y$, is here just an abbreviation for $V_{t}^{i} d t+V_{x}^{i} d x+V_{\psi}^{i} d \psi+$ $V_{u}^{i} d u+V_{y}^{i} d y$. The equations obtained by equating coefficients of all 2 -forms to zero are

$$
\begin{gather*}
V^{u}+u\left(V_{x}^{x}+V_{t}^{t}\right)-V_{x}=\xi u+A y-B u \\
u V_{u}^{x}=V_{u}^{y}=\zeta-C u \\
u V_{y}^{x}-V_{y}^{y}-V_{t}^{t}=-\xi-D u \\
u V_{u}^{t}=C y, u V_{y}^{t}+V_{x}^{t}=-\zeta+D y  \tag{18}\\
V_{u}^{t}=0,-u V_{\psi}^{x}+V_{w}^{y}=A \\
u V_{\psi}^{t}=B, \quad 0=C, \quad-V_{\psi}^{t}=D .
\end{gather*}
$$

Solutions of Eqs. (14) and (18) now yields

$$
\begin{align*}
V^{t}= & 2 k_{6} t^{2}+2 k_{4} t+k_{1}, \\
V^{x}= & 2 k_{6} t x+k_{4} x-2 k_{5} t+k_{2}, \\
V^{u}= & \left(-\frac{1}{2} k_{6} x^{2}+k_{5} x-5 k_{6} t+k_{3}-2 k_{4}\right) u \\
& +2\left(k_{5}-k_{6} x\right) y-k_{6} \psi+g_{t},  \tag{19}\\
V^{y}= & \left(-\frac{1}{2} k_{6} x^{2}+k_{5} x-3 k_{6} t+k_{3}-k_{4}\right) y \\
& +\left(k_{5}-k_{6} x\right) \psi+g_{x}, \\
V^{v}= & \left(-\frac{1}{2} k_{6} x^{2}+k_{5} x-k_{6} t+k_{3}\right) \psi+g,
\end{align*}
$$

where $g=g(t, x)$ satisfies $g_{x x}=g_{t}$. The $k_{i}, i=$ $1, \cdots, 6$, are constants.

We have six parameters and one (somewhat) arbitrary function. If we set all but one of these equal
to zero, the remaining one describes an independent generator of the invariance group. There are thus seven separate generators (the last one actually comprising an infinite family of generators), which we summarize in Table I. Rows 1-6 are characterized by $k_{1-6}$, row 7 by $g$. A description of each type of transformation is provided where feasible. It should be noted that this particular group has been known for many years. ${ }^{2}$

Generators $1-4$, and7 are in fact obvious from direct inspection of the heat equation; 5 and 6 , however, might not have been anticipated. Generators 3 and 7 result from the linearity of the equation: It is an advantage of the present approach that even were the linearity not apparent, it would become so through the isogroup structure.

Similarity solutions of the heat equation are found by taking one particular (but arbitrary) generator $V$ of the isogroup (omitting No. 7, however) and defining new forms:

$$
\begin{equation*}
F=V \_\alpha, \quad \theta=V \_d \alpha, \quad \sigma=V \_\beta \tag{20}
\end{equation*}
$$

We ask that the solution 2 -manifolds annul these forms as well as $\alpha, d \alpha$, and $\beta$.

The adjoined 0 -form $F$ is the same $F$ appearing in Eq. (12) (but now for our particular $V$ ). Thus the similarity solution 2-manifold is described by setting

$$
\begin{equation*}
F=V^{\psi}-V^{t} \psi_{t}-V^{x} \psi_{x}=0 \tag{21}
\end{equation*}
$$

where we have substituted $u=\psi_{t}$ and $y=\psi_{x}$, relations true on that manifold. As might be expected, annulling $\theta$ merely yields $\partial F / \partial t=\partial F / \partial x=0$. Finally, annulling $\sigma$ yields the known equations $u_{x}=y_{t}$ and $y_{x}=u$.

From Eq. (19), $u$ and $y$ do not appear in $V^{t}, V^{x}$, and $V^{\psi}$, so that we have a quasilinear partial differential equation for $\psi$ as a function of $x$ and $t$, Eq. (21), to be solved in addition to the original heat equation. The general solution is of the form $\psi=H(x, t) G(\eta)$, where $\eta(x, t)$ is a "similarity variable" and $G(\eta)$ is arbitrary. $H$ and $\eta$ involve the $n-1=5$ ratios of

Table I. Isogroup of $\psi_{x x}=\psi_{t}\left(u=\psi_{t}, y=\psi_{x}\right)$.

| No. | $V^{t}$ | $V^{x}$ | $V^{\psi}$ | $V^{u}$ | $V^{v}$ | Description |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | 0 | 0 | time translation |
| 2 | 0 | 1 | 0 | 0 | 0 | space translation |
| 3 | 0 | 0 | $\psi$ | $u$ | $y$ | $\psi$ scale change |
| 4 | $2 t$ | $x$ | 0 | $-2 u$ | $-y$ | $t, x$ scale change |
| 5 | 0 | $-2 t$ | $x \psi$ | $2 y+x u$ | $\psi+x y$ | Galilean transformation |
| 6 | $2 t^{2}$ | $2 x t$ | $-\left(\frac{1}{2} x^{2}+t\right) \psi$ | $-\frac{1}{2} x^{2} u-5 t u$ | $-\frac{1}{2} x^{2} y-3 t y$ |  |
| 7 | 0 | 0 | $g$ | $-2 x y-\psi$ | $-x \psi$ |  |
|  |  |  |  | $g_{t}$ | $g_{x}$ | addition of arbitrary |

the parameters in $V$. Substitution into the original heat equation results in an equation for $G$. Explicit. forms for $\eta, H$, and $G$ are given by Bluman and Cole, in a recent careful discussion of similarity solutions of this equation. ${ }^{2}$

Finally, as an example of similarity solution by generalization of isovectors, we can modify Eq. (16) by writing

$$
\begin{equation*}
\underset{V}{£} \beta=-\zeta d \alpha+\xi \beta+\omega \alpha+\tau \theta . \tag{22}
\end{equation*}
$$

We have added an additional term $\tau \theta=\tau V-d \alpha$, where $\tau$ is an arbitrary 1 -form, and wish to solve this equation for $V$-now a generalized isovector. Equation (11) for $\alpha$ we preserve unchanged. We use Eqs. (14), as before, for the $V^{i}$ in terms of $F$. Elimination of $\xi, \zeta, \omega$, and $\tau$ produces one equation for $F$ :

$$
\begin{align*}
0= & F_{u u}\left(F_{x}+y F_{\psi}+u F_{y}\right)^{2}-2 F_{u}\left(F_{x}+y F_{\psi}+u F_{y}\right) \\
& \times\left(u F_{u y}+y F_{u \psi}+F_{x u}\right) \\
& +F_{u}^{2}\left(-F_{t}+F_{x x}+2 u F_{x y}+2 y F_{x \psi}+2 u y F_{u \varphi}\right. \\
& \left.+u^{2} F_{y y}+y^{2} F_{\psi \psi}\right) . \tag{23}
\end{align*}
$$

From any solution of this equation, we can find the five $V^{i}$. We must realize, however, that in general $V^{t}$, $V^{x}$, and $V^{\psi}$ now will be functions of $u$ and $y$ and that Eq. (21) will now give a nonlinear equation for $\psi$.

Here we will content ourselves by further arbitrarily requiring $V^{t}, V^{x}$, and $V^{\psi}$ to be independent of $u$ and $y$. This requirement enables us to restrict $F$ and to break up Eq. (23) into parts. If we write $V^{x} / V^{t}=A$ and $V^{\psi} / V^{t}=B$, then we can show that $A=A(x, t)$, $B=C(x, t) \psi+D(x, t)$, and

$$
\begin{align*}
A_{t}+2 A A_{x}-A_{x x} & =-2 C_{x}, \\
C_{t}-C_{x x}+2 C A_{x} & =0,  \tag{24}\\
D_{t}-D_{x x}+2 D A_{x} & =0 .
\end{align*}
$$

These equations were obtained by Bluman and Cole in another manner, which they denoted a "nonclassical" approach to similarity solutions. We have obtained such solutions here by a more geometrical method. Any solution of these equations, coupled with the differential equations $d x / d t=A$ and $d \psi / d t=B$, yields a generalized similarity solution. The "classical" case is the special case $A_{x x}=0$.

## B. The Vacuum Maxwell Equations

As for so many other considerations of theoretical physics, these seem to furnish the illustration par excellence for our present method. We are presented with a set of eight partial differential equations in $n=10$ variables $\left(n-p=\right.$ six dependent, $E_{x}, E_{y}, E_{z}$, $B_{x}, B_{y}, B_{z} ; p=$ four independent, $\left.t, x, y, z\right)$. We first
label these in a straightforward way as $x^{4}, x^{5}, x^{6}, x^{7}$, $x^{8}, x^{9}$ and $x^{0}, x^{1}, x^{2}, x^{3}$, and clearly can write a set of eight four-forms (in a general 10 -dimensional manifold)

$$
\begin{align*}
& d x^{4} d x^{1} d x^{0} d x^{2}+d x^{6} d x^{3} d x^{0} d x^{2}+d x^{8} d x^{3} d x^{1} d x^{2}, \\
& d x^{5} d x^{2} d x^{0} d x^{3}+d x^{4} d x^{1} d x^{0} d x^{3}+d x^{9} d x^{1} d x^{2} d x^{3}, \\
& d x^{6} d x^{3} d x^{0} d x^{1}+d x^{5} d x^{2} d x^{0} d x^{1}+d x^{7} d x^{2} d x^{3} d x^{1} \\
& d x^{7} d x^{1} d x^{0} d x^{2} d x^{3} d x^{0} d x^{2}-d x^{5} d x^{3} d x^{1} d x^{2}, \\
& d x^{8} d x^{2} d x^{0} d x^{3}+d x^{7} d x^{1} d x^{0} d x^{3}-d x^{6} d x^{1} d x^{2} d x^{3} \\
& d x^{9} d x^{3} d x^{0} d x^{1} d x^{2} d x^{0} d x^{1} d x^{4} d x^{2} d x^{3} d x^{1}, \\
& d x^{7} d x^{2} d x^{3} d x^{0}+d x^{8} d x^{3} d x^{1} d x^{0}+d x^{9} d x^{1} d x^{2} d x^{0} \\
& d x^{4} d x^{2} d x^{3} d x^{0}+d x^{5} d x^{3} d x^{1} d x^{0}+d x^{6} d x^{1} d x^{2} d x^{0}, \tag{25}
\end{align*}
$$

from which, by imposing independence of $x^{0}, x^{1}, x^{2}$, and $x^{3}$, we can immediately derive the original partial differential set. This set of forms, however, is not in involution according to Cartan's criteria, so that the desired solutions are singular integral manifolds.

It is interesting that the first six of these 4 -forms, however, do form an involutory system with respect to $x^{0}, x^{1}, x^{2}$, and $x^{3}$. The isogroup of this system has 10 parameters in addition to the infinite part expressing the linearity. The corresponding 10 isovectors generate transformations of time translation, space-time scale change, three-dimensional rigid spatial translation and rotation, and scale change and duality rotation of the $\mathbf{E}$ and $\mathbf{B}$ fields.
Adjoining the last two forms to the set does not eliminate the possibility of any solution-as arbitrary additional forms might. Rather, a subset of solutions is selected-viz., the singular solutions describing vacuum Maxwell fields-and we will next see in detail how much broader is the invariance group of this more restricted set. The last two forms are thus in an explicit sense compatible with the first six--this is an example of discovery of special subfamilies of solutions, described by an augmented set of forms. This particular example is, we realize, already well known as the fact that the vanishing of the divergences of $\mathbf{E}$ and $\mathbf{B}$ need only be required on a spacelike surface: The curl equations then ensure it throughout.

The set (25) can obviously be systematically completed and generalized to $n=12$ by cyclically adjoining terms in two new variables, say, $E_{t}=x^{10}$ and $B_{t}=x^{11}$, e.g., to the first form add

$$
d x^{10} d x^{3} d x^{1} d x^{0}
$$

to the fourth $d x^{11} d x^{3} d x^{1} d x^{0}$, to the seventh

$$
d x^{10} d x^{1} d x^{2} d x^{3}
$$

etc. The resulting set is in involution, and in fact expresses Dirac's electron theory, for $m_{0}=0$ and no applied field. ${ }^{10}$ The electron mass and applied field terms can be included as coefficients of another term $d x^{0} d x^{1} d x^{2} d x^{3}$ adjoined to each form, without affecting the closure and involutory properties. We hope to treat more such general sets in a future paper.
To find the invariance group of the Maxwell set (25), we find it more convenient to consider an ideal based on the two 3 -forms in 10 dimensions

$$
\begin{align*}
\alpha \equiv & d x^{4} d x^{1} d x^{0}+d x^{5} d x^{2} d x^{0}+d x^{6} d x^{3} d x^{0} \\
& +d x^{7} d x^{2} d x^{3}+d x^{8} d x^{3} d x^{1}+d x^{9} d x^{1} d x^{2} \\
\beta \equiv & d x^{7} d x^{1} d x^{0}+d x^{8} d x^{2} d x^{0}+d x^{9} d x^{3} d x^{6} \\
& -d x^{4} d x^{2} d x^{3}-d x^{5} d x^{3} d x^{1}-d x^{6} d x^{1} d x^{2} . \tag{26}
\end{align*}
$$

The eight 4 -forms first considered are in the ideal of $\alpha$ and $\beta$. Moreover, $\alpha$ and $\beta$ are in involution with respect to $x^{0}, x^{1}, x^{2}$, and $x^{3}$, and so it is their general integral 4 -manifolds which give vacuum Maxwell fields. Form equations equivalent to $\alpha$ and $\beta$ have been given frequently in recent literature, ${ }^{11}$ but it has not perhaps been fully emphasized that these are best regarded as geometrical constructs in 10 -dimensional space. We are not using moving orthogonal frames in a Minkowski 4 -space; indeed this last only emerges as a part of the group structure which we find for solutions, and is not given a priori.
To simplify the algebraic labor, we take advantage of the permutation symmetry of $\alpha$ and $\beta$ in $d x^{1}, d x^{2}$, and $d x^{3}$ to introduce a complex 3 -vector notation (but with no presumption of any sort of 3 -metric, the dot product simply being notation for a sum of products from 1 to 3 ). We define the following quantities:

$$
\begin{align*}
& \mathbf{h}=\mathbf{E}+i \mathbf{B} \\
& \gamma=\alpha+i \beta  \tag{27}\\
& \mathbf{r}=\mathbf{i} x+\hat{\mathbf{j}} y+\hat{\mathbf{k}} \mathbf{z}
\end{align*}
$$

and will work with complex 3 -vector differential forms, using all the usual identities of vector-dyadic analysis, but suitably modifying them to take account of the noncommutativity of differential forms. For example, for such forms we have

$$
d \mathbf{r} \times d \mathbf{r}=2(\mathbf{1} d y d z+\boldsymbol{j} d z d x+\hat{\mathbf{k}} d x d y)
$$

instead of zero.
Bearing these considerations in mind, we can write the complex 3-form $\gamma$ as

$$
\begin{equation*}
\gamma=d \mathbf{h} \cdot\left(d \mathbf{r} d t-\frac{1}{2} i d \mathbf{r} \times d \mathbf{r}\right) \tag{28}
\end{equation*}
$$

The 4-dimensional integral manifolds which annul this
are solutions of the Maxwell partial differential equations for vacuum. The isovector equation is

$$
\begin{equation*}
\underset{V}{£} \gamma=\mu \gamma+\nu \gamma^{*}, \tag{29}
\end{equation*}
$$

where the star represents a complex conjugate and $\mu$ and $v$ are unspecified complex 0 -forms. The variables are $t, \mathbf{r}, \mathbf{h}$, and $\mathbf{h}^{*}$. We write the isovector components as $T=V^{t}, \mathbf{R}=V^{\mathbf{r}}$, and $\mathbf{H}=V^{\mathrm{h}}$. $\mathbf{R}$ and $T$ are real, $\mathbf{H}$ complex. Then expansion gives

$$
\begin{align*}
& d \mathbf{H} \cdot\left(d \mathbf{r} d t-\frac{1}{2} i d \mathbf{r} \times d \mathbf{r}\right) \\
&+d \mathbf{h} \cdot(d \mathbf{R} d t+d \mathbf{r} d T-i d \mathbf{R} \times d \mathbf{r}) \\
&= \mu d \mathbf{h} \cdot\left(d \mathbf{r} d t-\frac{1}{2} i d \mathbf{r} \times d \mathbf{r}\right) \\
&+v d \mathbf{h}^{*} \cdot\left(d \mathbf{r} d t+\frac{1}{2} i d \mathbf{r} \times d \mathbf{r}\right) . \tag{30}
\end{align*}
$$

In order to use this equation, we need several algebraic identities involving vectors, dyadics, and differential forms, which are presented here without proof. In the following, $\mathbf{A}$ is a vector 0 -form, $\mathbf{M}$ is a dyadic 0 -form, $\boldsymbol{\omega}$ is a vector 1 -form, $\mathbf{m}=\frac{1}{2} \mathbf{M} \dot{\boldsymbol{x}} \mathbf{I}$ (the antisymmetric part of $\mathbf{M}$ expressed as an axial vector), and $I$ is the unit dyadic:

$$
\begin{align*}
2 \omega(\mathbf{A} \cdot \boldsymbol{\omega}) & =\mathbf{A} \times(\boldsymbol{\omega} \times \boldsymbol{\omega}), \\
(\boldsymbol{\omega} \cdot \mathbf{M}) \times \boldsymbol{\omega} & \left.=\frac{1}{2}[\mathbf{( T r} \mathbf{M})-\mathbf{M}\right] \cdot(\boldsymbol{\omega} \times \boldsymbol{\omega}),  \tag{31}\\
\boldsymbol{\omega} \cdot \mathbf{M} \cdot \boldsymbol{\omega} & =\mathbf{m} \cdot \boldsymbol{\omega} \times \boldsymbol{\omega} \\
\boldsymbol{\omega} \cdot \mathbf{M} \cdot \boldsymbol{\omega} \times \boldsymbol{\omega} & =2(\operatorname{Tr} \mathbf{M}) \omega_{1} \omega_{2} \omega_{3} .
\end{align*}
$$

$\nabla$ will represent the operator $\hat{\mathbf{u}}_{i} \partial / \partial x^{i} ; \boldsymbol{\nabla}_{\mathrm{h}}$ will represent $\hat{\mathbf{u}}_{i} \partial / \partial h^{i}$. The $\hat{\mathbf{u}}_{i}$ are the orthonormal basis $\mathbf{i}, \hat{\mathbf{j}}, \hat{\mathbf{k}}$.

We consider first the $t$ hh* terms, which are

$$
d \mathbf{h} \cdot\left(d \mathbf{h}^{*} \cdot \nabla_{\mathbf{h}^{*}} \mathbf{R}\right)=0
$$

or

$$
d \mathbf{h}^{*} \cdot \nabla_{\mathrm{h}^{*}} \mathbf{R} \cdot d \mathbf{h}=0
$$

We may remove the $d \mathbf{h}^{*}$ and the $d \mathbf{h}$-the coefficients are separately equal to zero-to obtain

$$
\begin{align*}
\boldsymbol{\nabla}_{\mathbf{h}^{*}} \mathbf{R} & =0 \\
\boldsymbol{\nabla}_{\mathrm{h}} \mathbf{R} & =0 \tag{32}
\end{align*}
$$

by a complex conjugation. Thus $\mathbf{R}=\mathbf{R}(t, \mathbf{r})$ only. The rhh* terms now are

$$
(d \mathbf{h} \cdot d \mathbf{r})\left(d \mathbf{h}^{*} \cdot \nabla_{\mathbf{h}^{*}} T\right)=0
$$

so that

$$
\begin{equation*}
\nabla_{\mathrm{h}} * T=\nabla_{\mathrm{h}} T=0 \tag{33}
\end{equation*}
$$

Thus $T=T(t, \mathbf{r})$. With these restrictions, the $t \mathbf{t h}$ and rhh terms vanish.

The $\mathbf{h}^{*} \mathbf{r} t$ and $\mathbf{h}^{*}$ rr terms yield

$$
\begin{equation*}
\nabla_{\mathrm{h}} \cdot \mathrm{H}=\nu \mathbf{I}=-\nu \mathbf{l} . \tag{34}
\end{equation*}
$$

Thus $\nu=0$ and $\mathbf{H}=\mathbf{H}(t, \mathbf{r}, \mathbf{h})$. The rrr term is

$$
-\frac{1}{2} i d \mathbf{r} \cdot \nabla \mathbf{H} \cdot d \mathbf{r} \times d \mathbf{r}=0
$$

which yields

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{H}=0 \tag{35}
\end{equation*}
$$

The rr $t$ terms, after dropping $d t$, are

$$
d \mathbf{r} \cdot \nabla \mathbf{H} \cdot d \mathbf{r}-\frac{1}{2} i \mathbf{H}_{t} d \mathbf{r} \times d \mathbf{r}=0
$$

or

$$
\frac{1}{2} \boldsymbol{\nabla} \times \mathbf{H} \cdot d \mathbf{r} \times d \mathbf{r}-\frac{1}{2} i \mathbf{H}_{t} \cdot d \mathbf{r} \times d \mathbf{r}=0
$$

so that

$$
\begin{equation*}
\nabla \times \mathbf{H}-i \mathbf{H}_{t}=0 . \tag{36}
\end{equation*}
$$

The $t$ rh terms yield

$$
\begin{equation*}
\nabla_{\mathbf{h}} \mathbf{H}+\mathbf{R} \boldsymbol{\nabla}+\mathbf{I} T_{t}+i \mathbf{R}_{t} \times \mathbf{I}=\mu \mathbf{I}, \tag{37}
\end{equation*}
$$

and the rr $h$ terms give

$$
\begin{equation*}
\nabla_{\mathrm{h}} \mathbf{H}+i \boldsymbol{\nabla} T \times \mathbf{I}-\boldsymbol{\nabla} \mathbf{R}+(\boldsymbol{\nabla} \cdot \mathbf{R}) \mathbf{I}=\mu \mathbf{I} \tag{38}
\end{equation*}
$$

Subtraction of these equations results in

$$
\begin{equation*}
\mathbf{R} \boldsymbol{\nabla}+\nabla \mathbf{R}+i\left(\mathbf{R}_{t}-\nabla T\right) \times \mathbf{I}+\mathbf{I}\left(T_{t}-\boldsymbol{\nabla} \cdot \mathbf{R}\right)=0 \tag{39}
\end{equation*}
$$

Take real and imaginary parts:

$$
\begin{align*}
\mathbf{R}_{t} & =\boldsymbol{\nabla} T  \tag{40}\\
\mathbf{R} \boldsymbol{\nabla}+\boldsymbol{\nabla} \mathbf{R} & =\left(\boldsymbol{\nabla} \cdot \mathbf{R}-T_{t}\right) \mathbf{I} \tag{41}
\end{align*}
$$

The trace of the second equation gives

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{R}=3 T_{t} \tag{42}
\end{equation*}
$$

These equations can be recognized as conformal Killing equations in a 4 -space with $3-1$ signature; the solution depends on 15 parameters and is

$$
\begin{align*}
\mathbf{R}= & \mathbf{a} t^{2}+\mathbf{b} t+\mathbf{c}+\mathbf{d} \times \mathbf{r}+(2 e t+f) \mathbf{r} \\
& +2(\mathbf{a} \cdot \mathbf{r}) \mathbf{r}-\mathbf{a} r^{2} \\
T= & \mathbf{r} \cdot(2 \mathbf{a} t+\mathbf{b})+e\left(r^{2}+t^{2}\right)+f t+g \tag{43}
\end{align*}
$$

$\mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d}, e, f$, and $g$ are real constants.
It is now easy to integrate for $\mathbf{H}$; the result is

$$
\begin{equation*}
\mathbf{H}=\mathbf{h} \times \mathbf{u}+\mathbf{h} w+\mathbf{l}(t, \mathbf{r}), \tag{44}
\end{equation*}
$$

where

$$
\mathbf{u}=2 \mathbf{r} \times \mathbf{a}-\mathbf{d}-i(2 \mathbf{a} t+\mathbf{b}+2 e \mathbf{r})
$$

and

$$
w=\mu-2(2 \mathbf{a} \cdot \mathbf{r}+2 e t+f)
$$

[The h-curl of Eq. (37) shows that $\mu=\mu(t, \mathbf{r})$ only.] Substitution into Eqs. (35) and (36) shows that

$$
\begin{equation*}
\nabla \times \mathbf{l}-i \mathbf{l}_{t}=0, \quad \nabla \cdot \mathbf{l}=0 \tag{45}
\end{equation*}
$$

and $\mu$ is a constant (complex).
The complete group is thus characterized by 17 parameters and six functions (the l). We summarize the group as follows: Eqs. (45), with Table II.

Table II. Isogroup of the vacuum Maxwell equations. Meaning of generators corresponding to parameters in Eqs. (43) and (44).

| No. | Parameters | Description |
| :--- | :---: | :--- |
| 1 | $g$ | time translation |
| $2-4$ | $\mathbf{c}$ | space translation |
| $5-7$ | $\mathbf{b}$ | Lorentz transformation |
| $8-10$ | d | space rotation |
| 11 | $f$ | space-time scale change |
| $12-15$ | $e$, a | conformal transformations |
| 16 | $\operatorname{Re} \mu$ | field scale change |
| 17 | Im $\mu$ | duality rotation |
| 18 | $\mathbf{l}$ | addition of arbitrary solution |

The coordinate transformations may be written in four-dimensional language as

$$
\begin{align*}
& V^{\mu}=\lambda^{\mu}+K x^{\mu}+\eta^{\mu \alpha} \omega_{\alpha v} x^{\nu}+2\left(\alpha_{\tau} x^{\tau}\right) x^{\mu} \\
&-\alpha^{\mu}\left(\eta_{\tau v} x^{\tau} x^{\nu}\right) \tag{46}
\end{align*}
$$

where $\omega_{\alpha \nu}=-\omega_{v \alpha}$ and the $\eta_{\tau v}$ is the Minkowski metric.

The matrix $V_{A}^{\mu}, \mu=1, \cdots, 10, A=1, \cdots .17$, is in general of rank 10: The transformation group is multiply transitive over the 10 -space. The only degeneracy occurs on the eight-dimensional submanifold described by

$$
\begin{equation*}
\mathbf{E} \cdot \mathbf{E}-\mathbf{B} \cdot \mathbf{B}=0 \quad \text { and } \quad \mathbf{E} \cdot \mathbf{B}=0 \tag{47}
\end{equation*}
$$

That this is an invariant variety may be directly verified by taking Lie derivatives with respect to the isovectors. It is interesting that when the Minkowski interpretation is made (i.e., that $\mathbf{E}$ and $\mathbf{B}$ are components of a bivector $F_{\mu \nu}$ in a metric 4 -space spanned by $x^{0}, x^{1}, x^{2}, x^{3}$ ), these conditions appear as algebraic specializations at a point, apparently not dependent on the field equations.

## C. The Korteweg-de Vries Equation ${ }^{12}$

The equation is

$$
\begin{equation*}
u_{t}+u u_{x}+\epsilon u_{x x x}=0 \tag{48}
\end{equation*}
$$

$\epsilon$ is a constant (usually small).
We write $z=u_{x}, w=u_{x x}$, and $y=u_{x t}$. Then the forms we need are

$$
\begin{align*}
\alpha & =d z-w d x-y d t \\
d \alpha & =-d w d x-d y d t  \tag{49}\\
\beta & =(d u-z d x) d t \\
\gamma & =d u d x+u z d t d x-\epsilon d w d t
\end{align*}
$$

The variables are $t, x, u, z, w$, and $y$. The invariance group is given in Table III.

It is of considerable interest to compare this group with the isogroup of the same equation with $\epsilon=0$ :

Table III. Invariance group of the Korteweg-de Vries equation.

| No. | $V^{t}$ | $V^{x}$ | $V^{u}$ | $V^{2}$ | $V^{w}$ | $V^{y}$ | Type |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | time translation |
| 2 | 0 | 1 | 0 | 0 | 0 | 0 | space translation |
| 3 | $3 t$ | $x$ | $-2 u$ | $-3 z$ | $-4 w$ | $-6 y$ | $x, t$ scale change |
| 4 | 0 | $t$ | 1 | 0 | 0 | $-w$ | Galilean |
|  |  |  |  |  |  |  | transformation |

$u_{t}+u u_{x}=0$. This latter isogroup is given by

$$
\begin{align*}
V^{u} & =f(u, x-u t) \\
V^{x}-u V^{t} & =t f(u, x-u t)+g(u, x-u t) \tag{50}
\end{align*}
$$

$V^{t}$ is a completely arbitrary function of $t, x$, and $u$; $f$ and $g$ are arbitrary functions of their arguments. The inclusion of the $\epsilon$ term drastically reduces the isogroup of the equation.

Choose an arbitrary isovector $V$. We may without loss of generality adjust the ratio of generators 1,2 , 3 , and 4 in $V$ to be $-3 t_{0}:-\left(x_{0}+2 t_{0} U\right): 1: 2 U$, where $t_{0}, x_{0}$, and $U$ are constants. With this choice, we have $V^{t}=3\left(t-t_{0}\right), V^{x}=x-x_{0}+2 U\left(t-t_{0}\right)$, and $V^{u}=-2(u-U)$. To obtain a similarity solution, we annul the form $V \perp \beta$ and obtain one new equation:

$$
\begin{equation*}
V^{u}=V^{x} u_{x}+V^{t} u_{t} . \tag{51}
\end{equation*}
$$

Standard integration yields

$$
u-U=T^{-\frac{2}{3}} F(\eta), \text { where } \quad \eta=T^{-\frac{1}{3}}(X-U T),
$$

and

$$
X=x-x_{0}, \quad T=t-t_{0} .
$$

Substitution into the Korteweg-de Vries equation itself now shows that $F$ satisfies

$$
\begin{equation*}
\epsilon F^{\prime \prime \prime}+F^{\prime}\left(F-\frac{1}{3} \eta\right)-\frac{2}{3} F=0 . \tag{52}
\end{equation*}
$$

Any $F$ satisfying this equation yields a general similarity solution containing the three parameters $U, x_{0}$, and $t_{0}$. A trivial solution is $F=\eta$, which leads to $u=X / T$.
We did not explicitly include $d \beta$ and $d \gamma$ in writing the closed set of forms to be annulled, since these 3 -forms are quickly seen to be in the ideal. This, however, raises the question whether closed 2 -forms, say $d \zeta$ and $d \xi$, algebraically equivalent to $\beta$ and $\gamma$, cannot be found, in terms of which the set of forms would even more obviously be closed. This question is also of interest because of the contact it makes with the discovery of so-called conservation laws of the original partial differential equation. From Stokes theorem we have $\oint \zeta=\int d \zeta$, where the first integral is over a closed curve bounding the 2 -manifold of the second integral (remember, we are in a six-dimensional
space). Under the second integral we may place the section $\widetilde{d \zeta}$ of the 2 -form with the manifold, and if the 2 -manifold is such as to annul the 2 -form-i.e., a solution of the partial differential equation-this last vanishes. We are left with the relation $\oint \tilde{\zeta}=0$ in the solution manifold. By setting $\tilde{\zeta}=X d t-T d x-$ where $X$ is zero at the ends of some interval in line integration around a rectangular path in $x, t$ space-it follows that the quantity $I \equiv \int T d x$ will be time independent. We have not searched for all such possible forms $\zeta$; we have, however, found those specialized to be of the form $\zeta=\tilde{\zeta}=X d t-T d x$, by writing

$$
d \zeta=\mu \gamma+\lambda d \alpha+\sigma \beta+\Lambda \alpha
$$

where $\mu, \lambda$, and $\sigma$ are unknown 0 -forms and $\Lambda$ a 1 -form, and integrating the resulting linear partial differential equations. There are five distinct solutions, which may be linearly superimposed:
A. $\quad X=\epsilon w+\frac{1}{2} u^{2}$,
$T=u$,
$d \zeta=-\gamma+u \beta ;$
B. $\quad X=-\epsilon u w+\frac{1}{2} \epsilon z^{2}-\frac{1}{3} u^{3}$,
$T=-\frac{1}{2} u^{2}$,
$d \zeta=u \gamma-\left(\epsilon w+u^{2}\right) \beta+\epsilon z \alpha d t ;$
C. $\quad X=y u-\frac{1}{2} \epsilon w^{2}-\frac{1}{2} w u^{2}-(1 / 8 \epsilon) u^{4}$,
$T=-w u-\frac{1}{2} z^{2}-(1 / 6 \epsilon) u^{3}$,
$d \zeta=\left[w+(1 / 2 \epsilon) u^{2}\right] \gamma+\left[y-w u-(1 / 2 \epsilon) u^{3}\right] \beta$ $+z \alpha d x-u d \alpha ;$
D. $X=\epsilon w x-\epsilon w u t+\frac{1}{2} \epsilon z^{2} t-\epsilon z$

$$
+\frac{1}{2} x u^{2}-\frac{1}{3} t u^{3}
$$

$T=x u-\frac{1}{2} t u^{2}$,
$d \zeta=(t u-x) \gamma+\left(-\epsilon w t+x u-t u^{2}\right) \beta$
$+\epsilon(z t-1) \alpha d t ;$
E. $\quad X=\frac{\partial \phi}{\partial t}+y \frac{\partial \phi}{\partial z}$,
$T=-\frac{\partial \phi}{\partial x}-w \frac{\partial \phi}{\partial z}$,
$d \zeta=-d\left(\frac{\partial \phi}{\partial z} \alpha\right) ;$
$\phi$ is an arbitrary function of $t, x$, and $z$. The first three of these correspond directly to the first three conservation laws in the second of Refs. 12; the fourth is apparently of less interest because the independent variables $x$ and $t$ occur in $X$. We see this process as a
generalization of a search for traditional first integrals -0 -forms whose exterior derivatives are in the differential ideal-to higher order.

## D. One-Dimensional Compressible Fluid Dynamics

We consider isentropic flow, so that the pressure $P$ is a function of density only: $P=P(\rho)$. With the usual definition of sound speed, $c=(d P / d \rho)^{\frac{1}{2}}$, the equations are

$$
\begin{array}{r}
\rho_{t}+\rho u_{x}+u \rho_{x}=0, \\
\rho u_{t}+\rho u u_{x}+c^{2} \rho_{x}=0 .
\end{array}
$$

We write these equations as the 2 -forms

$$
\begin{align*}
& \alpha=d \rho d x-\rho d u d t-u d \rho d t, \\
& \beta=\rho d u d x-\rho u d u d t-c^{2} d \rho d t . \tag{53}
\end{align*}
$$

The variables are $t, x, \rho$, and $u$. The isogroup is given in Table IV. $F$ and $G$ are functions of $\rho$ and $u$ and obey (subscripts denote derivatives)

$$
\begin{equation*}
G_{u}=F_{\rho} \quad \text { and } \quad \rho^{2} G_{\rho}=c^{2} F_{u}, \tag{54}
\end{equation*}
$$

yielding

$$
c^{2} G_{u u}-\rho^{2} G_{\rho \rho}=0 .
$$

One notes the interchange of dependent and independent variables-with consequent linearization. In fact, we have exactly performed a hodograph transformation. The hodograph equations result from imposing independence of $\rho$ and $u$ in Eqs. (53):

$$
\begin{array}{r}
x_{u}+\rho t_{\rho}-u t_{u}=0, \\
\rho x_{\rho}-\rho u t_{\rho}+c^{2} t_{u}=0 .
\end{array}
$$

Substitution of $x=u F / \rho-G, t=F / \rho$, where $F$ and $G$ are functions of $u$ and $\rho$, yields again Eqs. (54).

## E. The Lambropoulos Equation

The equation is

$$
\begin{equation*}
P_{x y}+a x P_{x}+b y P_{y}+c x y P+P_{t}=0 \tag{55}
\end{equation*}
$$

$a, b$, and $c$ are constants. This equation has been recently discussed by at least five authors. ${ }^{13}$ We define $U=P_{x}$ and $Q=P_{y}$, and consider six variables $t, x$, $y, P, U$, and $Q$. We write the differential forms to be

Table IV. Isogroup for one-dimensional compressible fluid flow.

| No. | $V^{t}$ | $V^{x}$ | $V^{\rho}$ | $V^{u}$ | Type |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $t$ | $x$ | 0 | 0 | $t, x$ scale change <br> 2 |
|  | 0 | $t$ | 0 | 1 | Galilean <br> transformation |
| 3 | $\frac{F}{\rho}$ | $\frac{u F}{\rho}-G$ | 0 | 0 | Hodograph <br> transformation |

annulled as

$$
\begin{align*}
\theta & =(d P-U d x-Q d y) d t, \\
d \theta & =-(d U d x+d Q d y) d t, \tag{56}
\end{align*}
$$

and

$$
\begin{aligned}
\phi= & {[d U d t-d P d y} \\
& +(a x U+b y Q+c x y P) d y d t] d x .
\end{aligned}
$$

The isogroup turns out to have the following structure:

$$
\begin{align*}
V^{x} & =f+x g, \\
V^{y} & =l+y m, \\
V^{P} & =r+P s, \\
V^{u} & =U(s-g)+r_{x}+P s_{x},  \tag{57}\\
V^{Q} & =Q(s-m)+r_{y}+P s_{y}, \\
V^{t} & =\int(g+m) d t+\delta,
\end{align*}
$$

where $f, g, l$, and $m$ are functions of $t, \delta$ is a constant, and $r$ and $s$ are functions of $t, x$, and $y$. These functions obey the equations (a prime denotes differentiation with respect to $t$ )

$$
\begin{gathered}
(g+m)^{\prime \prime}-\left[(a+b)^{2}-4 c\right](g+m)=0, \\
(g-m)^{\prime}=(a-b)(g+m), \\
f^{\prime \prime}+(b-a) f^{\prime}+(c-a b) f=0, \\
l^{\prime \prime}+(a-b) l^{\prime}+(c-a b) l=0, \\
r_{x y}+a x r_{x}+b y r_{y}+c x y r+r_{t}=0, \\
s_{x}=l^{\prime}+y m^{\prime}-b l-b y(g+m), \\
s_{y}=f^{\prime}+x g^{\prime}-a f-a x(g+m), \\
s_{t}=2(a b-c) x y(g+m)+(a b-c)(x l+y f) \\
\quad-a x\left(l^{\prime}+y m^{\prime}\right)-b y\left(f^{\prime}+x g^{\prime}\right) \\
+a(g+m)-g^{\prime} .
\end{gathered}
$$

The addition of an arbitrary solution is given by $r$. To detail the other transformations, we write

$$
\lambda_{1,2}=-\frac{1}{2}(a+b) \pm\left(\frac{1}{4}(a+b)^{2}-c\right)^{\frac{1}{2}}
$$

and note that

$$
\lambda_{1}+\lambda_{2}=-(a+b) \quad \text { and } \quad \lambda_{1} \lambda_{2}=c .
$$

We then have two cases. Note that in each case we have nine parameters: $\alpha, \beta, \gamma, \delta, \mu, \nu, \xi, \eta$, and $k$.

Case 1: $\lambda_{1} \neq \lambda_{2}$ :

$$
\begin{aligned}
g= & \gamma+\alpha\left(a+\lambda_{1}\right) e^{\left(\lambda_{1}-\lambda_{2}\right) t}+\beta\left(b+\lambda_{1}\right) e^{-\left(\lambda_{1}-\lambda_{2}\right) t}, \\
m= & -\gamma+\alpha\left(b+\lambda_{1}\right) e^{\left(\lambda_{1}-\lambda_{2}\right) t}+\beta\left(a+\lambda_{1}\right) e^{-\left(\lambda_{1}-\lambda_{2}\right) t}, \\
f= & \mu e^{\left(a+\lambda_{1}\right) t}+\nu e^{-\left(b+\lambda_{1}\right) t}, \\
l= & \xi e^{\left(b+\lambda_{1}\right) t}+\eta e^{-\left(a+\lambda_{1}\right) t}, \\
s= & \left(\lambda_{1}-\lambda_{2}\right)\left(\alpha \lambda_{1} e^{\left(\lambda_{1}-\lambda_{2}\right) t}+\beta \lambda_{2} e^{-\left(\lambda_{1}-\lambda_{2}\right) t}\right) x y \\
& +\left(\xi \lambda_{1} e^{\left(b+\lambda_{1}\right) t}+\eta \lambda_{2} e^{-\left(a+\lambda_{1}\right) t}\right) x \\
& +\left(\mu \lambda_{1} e^{\left(a+\lambda_{1}\right) t}+\nu \lambda_{2} e^{-\left(b+\lambda_{1}\right) t}\right) y \\
& -\alpha \lambda_{1} e^{\left(\lambda_{1}-\lambda_{2}\right) t}+\beta \lambda_{2} e^{-\left(\lambda_{1}-\lambda_{2}\right) t}+k,
\end{aligned}
$$

so that

$$
V^{t}=\delta+\alpha e^{\left(\lambda_{1}-\lambda_{2}\right) t}-\beta e^{-\left(\lambda_{1}-\lambda_{2}\right) t}
$$

Case 2: $\lambda_{1}=\lambda_{2} \equiv \lambda$ :

$$
\begin{aligned}
g= & 2 \alpha t+\beta+(a-b)\left(\alpha t^{2}+\beta t\right)+\gamma \\
m= & 2 \alpha t+\beta-(a-b)\left(\alpha t^{2}+\beta t\right)-\gamma \\
f= & (\mu+\nu t) e^{(a+\lambda) t}, \\
e= & (\xi+\eta t) e^{-(a+\lambda) t}, \\
s= & 2(2 \lambda \alpha t+\lambda \beta+\alpha) x y+x(\eta+\lambda \xi+\lambda \eta t) e^{-(a+\lambda) t} \\
& +y(\nu+\lambda \mu+\lambda \nu t) e^{(a+\lambda) t} \\
& -2(\lambda \alpha t+\lambda \beta+\alpha) t+k
\end{aligned}
$$

so that

$$
V^{t}=2 \alpha t^{2}+2 \beta t+\delta
$$

We summarize the significance of the parameters in Table V. There are no invariant varieties.

For similarity solutions, set $r=0$ and adjoin the forms contracted with a general isovector. Only one equation now results:

$$
\begin{equation*}
V^{P}=V^{t} P_{t}+V^{y} P_{y}+V^{x} P_{x} \tag{61}
\end{equation*}
$$

which is quasilinear. The standard integration procedure gives

$$
\begin{align*}
& \frac{d x}{d t}=\frac{f+x g}{V^{t}} \\
& \frac{d y}{d t}=\frac{l+y m}{V^{t}}  \tag{62}\\
& \frac{d P}{d t}=P \frac{s}{V^{t}}
\end{align*}
$$

Similarity variables are

$$
w=-L+x / M
$$

and

$$
\begin{equation*}
z=-H+y / Q \tag{63}
\end{equation*}
$$

Table V. Invariance group parameters for the Lambropoulos equation.

| No, | Parameter | Type |
| :---: | :---: | :---: |
| 1 | $\alpha$ | time-dependent scale change in $x, y$ |
| 2 | $\beta$ | time-dependent scale change in $x, y$ |
| 3 | $\gamma$ | constant scale change in $x, y$ |
| 4 | $\delta$ | time translation |
| 5 | $\xi$ | time-dependent translation in $y$ |
| 6 | $\eta$ | time-dependent translation in $y$ |
| 7 | $\mu$ | time-dependent translation in $x$ |
| 8 | $\nu$ | time-dependent translation in $x$ |
| 9 | $k$ | scale change in $P$ |
| 10 | $r$ | addition of arbitrary solution |

where

$$
\begin{align*}
M & =\exp \left(\int\left(V^{t}\right)^{-1} g d t\right), \\
Q & =\exp \left(\int\left(V^{t}\right)^{-1} m d t\right), \\
(Q M & \left.=V^{t}\right),  \tag{64}\\
L & =\int\left(M V^{t}\right)^{-1} f d t, \\
H & =\int\left(Q V^{t}\right)^{-1} l d t .
\end{align*}
$$

Also,

$$
\begin{equation*}
P=F(w, z) \exp (A w z+B z+D w+E) \tag{65}
\end{equation*}
$$

where

$$
\begin{align*}
A= & m-b V^{t}, \\
B= & L\left(g-a V^{t}\right)+M^{-1} f, \\
D= & H\left(m-b V^{t}\right)+Q^{-1} l, \\
E= & \int d t\left[L H\left(m-b V^{t}\right)\right.  \tag{66}\\
& +L\left(V^{t} H^{\prime \prime}+V^{t \prime} H^{\prime}+m H^{\prime}\right) \\
& +H\left(V^{t} L^{\prime \prime}+V^{t \prime} L^{\prime}+g L^{\prime}\right) \\
& \left.+a+\left(V^{t}\right)^{-1}(K-g)\right] \\
K= & k+\gamma-a \delta, \quad \text { Case } 1, \\
= & k+\gamma+\beta-a \delta, \quad \text { Case } 2 .
\end{align*}
$$

where

The equation for $F$ is

$$
\begin{equation*}
F_{w z}-C w F_{w}+\Gamma F=0 \tag{67}
\end{equation*}
$$

where

$$
\begin{aligned}
& C=2 \gamma-(a-b) \delta \\
& \Gamma=G w z+n w+p z+q
\end{aligned}
$$

and

$$
G=\gamma^{2}+\gamma \delta(b-a)+\delta^{2}(c-a b)
$$

The slight asymmetry in this equation is caused by the slight asymmetry in $A$ above. $p$ and $n$ are integration constants resulting from the $L$ and $H$ quadratures. $q$ is a combination of constants $p, n, K$, the isogroup parameters, and $a, b$, and $c$.

A readily soluble subcase (given here for Case 1) is obtained by setting

$$
\gamma=\delta=n=p=q=0
$$

Then $F=F_{1}(w)+F_{2}(z)$. One has a six-parameter ( $\alpha, \beta, \xi, \eta, \mu, \nu$ ), two-arbitrary-function ( $F_{1}$ and $F_{2}$ ) solution of the original equation. In this case, one has

$$
\begin{aligned}
H & =\frac{V^{t}\left(Q^{-1} l\right)^{\prime}}{\alpha \beta\left(\lambda_{1}-\lambda_{2}\right)^{2}} \\
L & =\frac{V^{t}\left(M^{-1} f\right)^{\prime}}{\alpha \beta\left(\lambda_{1}-\lambda_{2}\right)^{2}} \\
k & =-\alpha \beta\left(\lambda_{1}-\lambda_{2}\right)^{2} L H+\left(V^{t}\right)^{-1} f l
\end{aligned}
$$

and $k$ is guaranteed to be constant.

Table VI. Isogroup of the Einstein-Maxwell cylindrical wave equations.

| No. | $t$ | $r$ | $U$ | $C$ | $A$ | $B$ | $F$ | $G$ | Type |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | time translation |
| 2 | $t$ | $r$ | 0 | 0 | $-A$ | $-B$ | $-F$ | $-G$ | $r, t$ scale change |
| 3 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | potential translation |
| 4 | 0 | 0 | 1 | $C$ | 0 | 0 | $F$ | $G$ | $U, C$ scale change |
| 5 | 0 | 0 | $C$ | $\frac{1}{2}\left(C^{2}-e^{2 U}\right)$ | $F$ | $G$ | $C F-A e^{2 U}$ | $C G-B e^{2 U}$ |  |

The two special solutions reported by Neuringer ${ }^{13}$ are special similarity solutions for which $f=l=0$, $\beta=0, \alpha=-\delta \neq 0$, and $K=$ either 0 or $-2 \delta\left(\lambda_{1}-\right.$ $\lambda_{2}$.

## F. Einstein-Maxwell Cylindrical Wave Equations

Cylindrical wave equations for combined gravitational and electromagnetic fields have been presented before by one of the authors ${ }^{14}$ in connection with solution generation methods in general relativity:

$$
\begin{align*}
U_{r r}+(1 / r) U_{r}-U_{t t} & =e^{-2 U}\left(C_{t}^{2}-C_{r}^{2}\right), \\
C_{r r}+(1 / r) C_{r}-C_{t t} & =2\left(C_{r} U_{r}-C_{t} U_{t}\right) . \tag{68}
\end{align*}
$$

$e^{2 U}$ is a metric coefficient (gravitational potential); $C$ is an electromagnetic potential.
If we write $A=U_{t}, B=U_{r}, F=C_{t}, G=C_{r}$, and include $U$ and $C$ in our set of variables, we obtain the following differential forms:

$$
\begin{align*}
\alpha & =d U-A d t-B d r, \\
\beta & =d C-F d t-G d r, \\
d \alpha & =-d A d t-d B d r,  \tag{69}\\
d \beta & =-d F d t-d G d r, \\
\gamma & =d B d t+d A d r-\left[e^{-2 U}\left(F^{2}-G^{2}\right)-B / r\right] d r d t, \\
\delta & =d G d t+d F d r-[2(B G-A F)-G / r] d r d t .
\end{align*}
$$

The isogroup has five generators, as shown in Table VI.

We see from this table that the isogroup breaks naturally into two subgroups, which respectively transform only the original independent ( $t, r$ ) or dependent variables ( $U, C$ ). The first subgroup is quite trivial; the second is a multiply transitive group on ( $U, C$ ) space which turns out to be integrable. Integration of $d U / d \tau=V^{U}$ and $d C / d \tau=V^{C}$ yields finite transformations which can be put in the form

$$
\begin{align*}
& C^{\prime}=\xi+\frac{\zeta(C-\eta)}{(C-\eta)^{2}+V^{2}}, \\
& V^{\prime}=\frac{\zeta V}{(C-\eta)^{2}+V^{2}}, \tag{70}
\end{align*}
$$

where $V=e^{U}, V^{\prime}=e^{U^{\prime}}$ and $\xi, \eta$, and $\zeta$ are constants.

These equations generate new, physically distinct, solutions from old; they are implicit in the previous work, where they were found by a different approach. ${ }^{14}$ A discrete transformation, $C^{\prime}=-C$ and $V^{\prime}=V$, was also presented there, and is indeed obvious from Eqs. (68). We do not find it with our present approach because it cannot be obtained by a continuous transformation from zero.

We list here, for completeness, 1 -forms $\zeta$ whose exterior derivative $d \zeta$ is in the ideal (analogous to the treatment for the Korteweg-de Vries equation). We write $\zeta=R d t-T d r$ and give four solutions. The $d \zeta$ are not listed since they are rather long.
A. $\quad R=2 r\left(F G e^{-2 U}+A B\right)$,

$$
T=-r e^{-2 U}\left(F^{2}+G^{2}\right)-r\left(A^{2}+B^{2}\right) ;
$$

B. $R=r G e^{-2 U}$,

$$
\begin{equation*}
T=-r F e^{-2 U} ; \tag{71}
\end{equation*}
$$

C. $\quad R=r\left(e^{-2 U} C G+B\right)$,
$T=-r\left(e^{-2 U} C F+A\right) ;$
D. $R=r\left[\left(C^{2} e^{-2 U}-1\right) G+2 B C\right]$.
$T=-r\left[\left(C^{2} e^{-2 U}-1\right) F+2 A C\right]$.
For each of these there is an integral conservation law for Eqs. (68).
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#### Abstract

The existence of gravitational fields of Petrov-Penrose type [4] in the presence of a perfect fluid is established. In particular, the general type [4] solution of the Einstein field equations with a perfect fluid as source is obtained subject to the restriction that the repeated principal null congruence of the Weyl tensor is geodesic. The line element is expressed in terms of four arbitrary functions of a single variable, and in general admits no Killing vectors. The fluid flow is irrotational, but has nonzero shear, expansion, and acceleration. The physically reasonable requirement $0<p \leq A$, where $p$ is the fluid pressure and $A$ the rest energy density, is imposed, and restricts the domain of validity of the solutions to a certain extent. In addition, it is shown that the stronger condition $0<p \leq A / 3$ excludes certain of the above solutions and further restricts the domain of validity of the remaining ones.


## 1. INTRODUCTION

At any point $P$ in space-time, the Weyl conform tensor (assumed nonzero) defines a set of four directions (possibly coincident) along the null cone at $P$ which satisfy ${ }^{1}$

$$
k_{[a} C_{b] e a[e} k_{f]} k^{c} k^{d}=0,
$$

called the gravitational principal null directions (p.n.d.'s). A gravitational field is said to be null or of Petrov-Penrose type [4] in some region if all the p.n.d.'s coincide in that region. The resulting p.n.d. then satisfies ${ }^{1}$

$$
\begin{equation*}
C_{a b c a} k^{d}=0 . \tag{1.1}
\end{equation*}
$$

Gravitational fields of this type have been interpreted as a simple form of gravitational radiation propagating along the congruence of null curves to which the repeated p.n.d. is tangent. ${ }^{2-4}$ For a sourcefree field (i.e., zero Ricci tensor) the Goldberg-Sachs theorem ${ }^{5}$ asserts that this congruence, called the principal null congruence (p.n.c.) of the type [4] gravitational field, is geodesic and shear-free.

In this paper we consider type [4] gravitational fields with a perfect fluid as source. Such fields have been considered by Kundt and Trümper ${ }^{2}$ and by Szekeres, ${ }^{3}$ who derived some general relationships between the p.n.c. and the fluid congruence, but obtained no explicit solutions.
The Einstein field equations with a perfect fluid as source read ${ }^{6}$

$$
\begin{array}{r}
R_{a b}-\frac{1}{2} g_{a b} R=-\left[(A+p) u_{a} u_{b}-p g_{a b}\right], \\
u^{a} u_{a}=+1, \tag{1.2}
\end{array}
$$

where $u_{a}$ is the fluid velocity, $A$ the energy density, and $p$ the pressure of the fluid, which we take to satisfy the inequalities

$$
\begin{equation*}
0<p \leq A . \tag{1.3}
\end{equation*}
$$

The signature of the metric tensor $g_{a b}$ is $(---+)$.
We will show that, for type [4] solutions of (1.2), the p.n.c. cannot be geodesic and shear-free, as in the vacuum case. We therefore consider type [4] solutions for which this congruence is geodesic, but has nonzero
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#### Abstract

The existence of gravitational fields of Petrov-Penrose type [4] in the presence of a perfect fluid is established. In particular, the general type [4] solution of the Einstein field equations with a perfect fluid as source is obtained subject to the restriction that the repeated principal null congruence of the Weyl tensor is geodesic. The line element is expressed in terms of four arbitrary functions of a single variable, and in general admits no Killing vectors. The fluid flow is irrotational, but has nonzero shear, expansion, and acceleration. The physically reasonable requirement $0<p \leq A$, where $p$ is the fluid pressure and $A$ the rest energy density, is imposed, and restricts the domain of validity of the solutions to a certain extent. In addition, it is shown that the stronger condition $0<p \leq A / 3$ excludes certain of the above solutions and further restricts the domain of validity of the remaining ones.


## 1. INTRODUCTION

At any point $P$ in space-time, the Weyl conform tensor (assumed nonzero) defines a set of four directions (possibly coincident) along the null cone at $P$ which satisfy ${ }^{1}$

$$
k_{[a} C_{b] e a[e} k_{f]} k^{c} k^{d}=0,
$$

called the gravitational principal null directions (p.n.d.'s). A gravitational field is said to be null or of Petrov-Penrose type [4] in some region if all the p.n.d.'s coincide in that region. The resulting p.n.d. then satisfies ${ }^{1}$

$$
\begin{equation*}
C_{a b c a} k^{d}=0 . \tag{1.1}
\end{equation*}
$$

Gravitational fields of this type have been interpreted as a simple form of gravitational radiation propagating along the congruence of null curves to which the repeated p.n.d. is tangent. ${ }^{2-4}$ For a sourcefree field (i.e., zero Ricci tensor) the Goldberg-Sachs theorem ${ }^{5}$ asserts that this congruence, called the principal null congruence (p.n.c.) of the type [4] gravitational field, is geodesic and shear-free.

In this paper we consider type [4] gravitational fields with a perfect fluid as source. Such fields have been considered by Kundt and Trümper ${ }^{2}$ and by Szekeres, ${ }^{3}$ who derived some general relationships between the p.n.c. and the fluid congruence, but obtained no explicit solutions.
The Einstein field equations with a perfect fluid as source read ${ }^{6}$

$$
\begin{array}{r}
R_{a b}-\frac{1}{2} g_{a b} R=-\left[(A+p) u_{a} u_{b}-p g_{a b}\right], \\
u^{a} u_{a}=+1, \tag{1.2}
\end{array}
$$

where $u_{a}$ is the fluid velocity, $A$ the energy density, and $p$ the pressure of the fluid, which we take to satisfy the inequalities

$$
\begin{equation*}
0<p \leq A . \tag{1.3}
\end{equation*}
$$

The signature of the metric tensor $g_{a b}$ is $(---+)$.
We will show that, for type [4] solutions of (1.2), the p.n.c. cannot be geodesic and shear-free, as in the vacuum case. We therefore consider type [4] solutions for which this congruence is geodesic, but has nonzero
shear. Section 2 contains a discussion of the wellknown properties of congruences of null geodesics. In Sec. 3 the discussion is specialized to the case under consideration, and the dependence of the expansion and shear of the p.n.c. on an affine parameter is derived. The general line element is given in Sec. 4, and some of its properties discussed in Sec. 5.

## 2. PROPERTIES OF NULL GEODESIC CONGRUENCES

In discussing the properties of a congruence of null geodesics, it is convenient to use a null tetrad ${ }^{7}\left(k^{a}, n^{a}\right.$, $m^{a}, \bar{m}^{a}$ ), where $k^{a}$ and $n^{a}$ are real null vector fields, $m^{a}$ is a complex null vector field, and $\bar{m}^{a}$ is the complex conjugate of $m^{a}$. The orthogonality properties of these vectors at any point are

$$
\begin{gather*}
k^{a} m_{a}=k^{a} \bar{m}_{a}=n^{a} m_{a}=n^{a} \bar{m}_{a}=0 \\
k^{a} n_{a}=1, \quad m^{a} \bar{m}_{a}=-1 \tag{2.1}
\end{gather*}
$$

It follows that the metric tensor $g_{a b}$ can be expressed in terms of the null tetrad as

$$
\begin{equation*}
g_{a b}=k_{a} n_{b}+k_{b} n_{a}-m_{a} \bar{m}_{b}-m_{b} \bar{m}_{a} . \tag{2.2}
\end{equation*}
$$

The real vector field $k^{a}$ is chosen to be tangent to the given congruence of null geodesics. The remaining freedom in the choice of null tetrad is described by ${ }^{7}$

$$
\begin{gather*}
\hat{k}^{a}=R k^{a}, \quad \hat{m}^{a}=e^{i S}\left(m^{a}-R \bar{T} k^{a}\right) \\
\hat{n}^{a}=R^{-1} n^{a}-T m^{a}-\bar{T} \bar{m}^{a}+R T \bar{T} k^{a}, \tag{2.3}
\end{gather*}
$$

where $R$ and $S$ are arbitrary real functions and $T$ is complex.

The geometric properties of the null congruence are then described by the complex scalars

$$
\begin{equation*}
\rho=k_{a ; b} m^{a} \bar{m}^{b}, \quad \sigma=k_{a ; b} m^{a} m^{b}, \tag{2.4}
\end{equation*}
$$

which, under (2.3), transform according to

$$
\begin{equation*}
\hat{\rho}=R \rho, \quad \hat{\sigma}=R e^{2 i S} \sigma . \tag{2.5}
\end{equation*}
$$

The real part of $\rho$ is called the expansion, the imaginary part the $t$ wist, while the absolute value of $\sigma$ is called the shear. By means of a tetrad transformation (2.3) with $S=T=0$,we can ensure that the tangent field $k^{a}$ corresponds to an affine parameter on the congruence. We then have the following expressions for the geometric scalars ${ }^{7}$ :

$$
\begin{align*}
\rho+\bar{\rho} & =-k_{; a}^{a}, \\
(\rho-\bar{\rho})^{2} & =-2 k_{[a ; b]} k^{a ; b},  \tag{2.6}\\
\sigma \bar{\sigma} & =\frac{1}{2}\left[k_{(a ; b)} k^{a ; b}-\frac{1}{2}\left(k_{; a}^{a}\right)^{2}\right] .
\end{align*}
$$

These quantities have a simple geometric interpretation. Intuitively speaking, if $\sigma \neq 0$, a small circle will
be deformed into an ellipse as one follows the null geodesics. On the other hand, if $\sigma=0$ and $\rho+\bar{\rho} \neq 0$, the radius of a small circle will change along the congruence. Finally the vanishing of $\rho-\bar{\rho}$ is a necessary and sufficient condition for the null geodesics to generate null hypersurfaces. ${ }^{8}$

Equations governing the behavior of $\rho$ and $\sigma$ along the null geodesics may be derived by contracting the Ricci identities

$$
k_{a ; b c}-k_{a ; c b}=k_{d} R_{a b c}^{d},
$$

with $m^{a} k^{b} \bar{m}^{c}$ and $m^{a} k^{b} m^{c}$, and substituting from (2.6). One obtains, after specializing the tetrad so that ${ }^{9}$

$$
\begin{equation*}
m_{a ; b} \bar{m}^{a} k^{b}=0, \tag{2.7}
\end{equation*}
$$

the following equations ${ }^{10}$ :

$$
\begin{align*}
& D \rho=\rho^{2}+\sigma \bar{\sigma}+\Phi_{00},  \tag{2.8}\\
& D \sigma=(\rho+\bar{\rho}) \sigma+\Psi_{0}, \tag{2.9}
\end{align*}
$$

where $D=k^{a} \partial / \partial x^{a}$ denotes differentiation along the congruence, and

$$
\begin{align*}
\Phi_{00} & =-\frac{1}{2} R_{a b} k^{a} k^{b},  \tag{2.10}\\
\Psi_{0} & =-C_{a b b a} k^{a} m^{b} k^{c} m^{d} . \tag{2.11}
\end{align*}
$$

## 3. PROPERTIES OF THE NULL GEODESICS

We apply the results of the preceding section to the p.n.c. (assumed to be geodesic) of the type [4] perfect fluid space-time. First, Eq. (1.1) implies ${ }^{11}$

$$
\begin{equation*}
\Psi_{0}=0 . \tag{3.1}
\end{equation*}
$$

Furthermore, it is a consequence of the field equation (1.2) and the Bianchi identities (as verified in the Appendix using the Newman-Penrose ${ }^{12}$ formalism) that the p.n.c. satisfies the restrictions

$$
\begin{align*}
\rho & =\bar{\rho},  \tag{3.2}\\
\Phi_{00} & =3 \sigma \bar{\sigma}, \tag{3.3}
\end{align*}
$$

which are invariant under the tetrad transformation (2.3). Equations (2.8) and (2.9) thus reduce to

$$
\begin{align*}
& D \rho=\rho^{2}+4 \sigma \bar{\sigma},  \tag{3.4}\\
& D \sigma=2 \rho \sigma . \tag{3.5}
\end{align*}
$$

In addition, by virtue of the field equations (1.2), Eq. (3.3) can be written

$$
\begin{equation*}
(A+p)\left(k^{a} u_{a}\right)^{2}=6 \sigma \bar{\sigma}, \tag{3.6}
\end{equation*}
$$

which implies $\sigma \neq 0$ in the presence of a fluid. Furthermore, Eq. (3.4) implies $\rho \neq 0$.

On taking Eq. (3.2) into account, we can state the following theorem.

Theorem 3.1: If the principal null congruence of a type [4] gravitational field with perfect fluid as source is geodesic, then this congruence generates null hypersurfaces, but has nonzero shear and expansion.

The coordinate system is now specialized so that $x^{1}, x^{2}, x^{4}$ are constant along the null geodesics of the p.n.c. and $x^{3}=r$ is an affine parameter along this congruence. Then the tangent field $k^{a}$ is given by

$$
\begin{equation*}
k^{a}=\delta_{3}^{a} \tag{3.7}
\end{equation*}
$$

and Eqs. (3.4) and (3.5) may be integrated to yield the $r$ dependence of $\rho$ and $\sigma$. There are two distinct cases to be considered.

Case I: $\rho^{2}-4 \sigma \bar{\sigma}=0$ :

$$
\begin{equation*}
\rho=-1 /(2 r), \quad \sigma=-1 /(4 r) \tag{3.8}
\end{equation*}
$$

Case II: $\rho^{2}-4 \sigma \bar{\sigma} \neq 0$ :

$$
\begin{equation*}
\rho=-r /\left(r^{2}-k^{2}\right), \quad \sigma=k /\left[2\left(r^{2}-k^{2}\right)\right] \tag{3.9}
\end{equation*}
$$

with $k=k\left(x^{1}, x^{2}, x^{4}\right)$.
We have used a coordinate transformation of the form $r^{\prime}=r+f\left(x^{1}, x^{2}, x^{4}\right)$ to eliminate the "constant" of integration and a tetrad transformation (2.3) with $R=1, T=0$, and $\partial S / \partial r=0$ [so that (2.7) is preserved], to set $\sigma=\bar{\sigma}$ [see Eq. (2.5)].

## 4. THE LINE ELEMENTS

We complete the construction of the coordinate system as follows. Let the null hypersurfaces generated by the p.n.c. (see Theorem 3.1) be given by $v=$ constant, and let $\xi$ and $\eta$ be parameters labeling distinct geodesics in these hypersurfaces. Then the quantities $\left(x^{1}, x^{2}, x^{3}, x^{4}\right) \equiv(\xi, \eta, r, v)$, where $r$ is the affine parameter along the p.n.c. (introduced in the preceding section), form a coordinate system which is closely related to that of Robinson and Trautman. ${ }^{13}$

It is convenient to use the tetrad freedom (2.3) with $R=1, S=0$, to set $m^{a} u_{a}=0$ so that $u_{a}$ is of the form

$$
\begin{equation*}
u^{a}=(1 / 2 B) k^{a}+B n^{a} \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
B=u^{a} k_{a} \tag{4.2}
\end{equation*}
$$

The simple $r$-dependence of $\rho$ and $\sigma$ [see Eqs. (3.8) and (3.9)] now enables one to integrate the field equations in Newman-Penrose form, in a manner similar to that used by Newman and Tambourino, ${ }^{14}$ to obtain the $r$ dependence of the metric tensor, the fluid velocity, energy density, and pressure, together with certain equations relating the various "constants" of integration that arise. One finds, in agreement with a result
of Kundt and Trümper, ${ }^{2}$ that the fluid congruence is hypersurface orthogonal. Furthermore, the coordinates can be specialized so that the corresponding family of hypersurfaces is given by $r=$ const. It follows, by virtue of (3.7) and (4.2), that

$$
\begin{equation*}
u_{a}=B \delta_{a}^{3} \tag{4.3}
\end{equation*}
$$

In the above procedure, the function $k(\xi, \eta, v)$ of Eq. (3.9) is transformed to be a positive constant ${ }^{15} k$. Class II necessarily divides into two subclasses IIa and IIb depending on whether $\rho^{2}-4 \sigma \bar{\sigma}<0$ or $\rho^{2}-4 \sigma \bar{\sigma}>0$. The affine parameter $r$ can assume the values

$$
\begin{align*}
& 0<r<\infty  \tag{4.4}\\
& 0 \leq r<k  \tag{4.5}\\
& 0<k<r<\infty \tag{4.6}
\end{align*}
$$

in classes I, IIa, and IIb, respectively. The line elements, representing the general solution to the problem under consideration, are given below.

Class I: $\rho^{2}-4 \sigma \bar{\sigma}=0$ :

$$
\begin{aligned}
d s^{2}= & -r^{\frac{3}{2}}\left(d \xi-2 r^{-\frac{1}{2}} \frac{\partial H}{\partial \xi} d v\right)^{2} \\
& -r^{\frac{1}{2}}\left(d \eta+2 r^{\frac{1}{2}} \frac{\partial H}{\partial \eta} d v\right)^{2} \\
& +2 H d r d v-B^{-2} H^{2} d v^{2}
\end{aligned}
$$

where

$$
\begin{aligned}
B^{-2} & =4\left[a^{2}(v) r^{\frac{1}{2}}+b^{2} r^{\frac{3}{2}}\right], \quad b=\mathrm{const} \\
H & =L_{1}(\eta, v) \cos a(v) \xi+L_{2}(\eta, v) \sin a(v) \xi
\end{aligned}
$$

with $a(v)>0$ as a nonconstant function. The functions $L_{\alpha}(\eta, v), \alpha=1,2$, which are not permitted to vanish simultaneously, are each expressed in terms of two arbitrary functions $E_{\alpha}(v)$ and $F_{\alpha}(v)$ by ${ }^{16}$

$$
\begin{aligned}
L_{\alpha}(\eta, v) & =E_{\alpha}(v) \cos \left[b \eta+F_{\alpha}(v)\right], & & b \neq 0 \\
& =E_{\alpha}(v) \eta+F_{\alpha}(v), & & b=0
\end{aligned}
$$

The fluid pressure and energy density assume the form

$$
\begin{gather*}
p=\left(\frac{3}{4}\right) r^{-\frac{3}{2}}\left[a^{2}(v)-7 b^{2} r\right], \\
A-p=12 b^{2} r^{-\frac{1}{2}} . \tag{4.7}
\end{gather*}
$$

In deriving this solution we have imposed the condition $p \leq A$ [see (1.3)]. If $b=0$, the requirement $p>0$ is also satisfied for all permissible values (4.4) of $r$ with $a(v)$ essentially ${ }^{17}$ arbitrary. However, if $b \neq 0$, it is necessary to restrict the function $a(v)$ and the domain (4.4) of $r$ according to $7 b^{2} \beta \leq a^{2}(v)$, $r<\beta$, where $\beta$ is an arbitrarily assigned positive constant.

Class IIa: $\rho^{2}-4 \sigma \bar{\sigma}<0$ :

$$
\begin{aligned}
d s^{2}= & -\left(k^{2}-r^{2}\right) R^{-1}\left(d \xi-R k^{-1} \frac{\partial H}{\partial \xi} d v\right)^{2} \\
& -\left(k^{2}-r^{2}\right) R\left(d \eta+R^{-1} k^{-1} \frac{\partial H}{\partial \eta} d v\right)^{2} \\
& +2 H d r d v-B^{-2} H^{2} d v^{2},
\end{aligned}
$$

where

$$
\begin{aligned}
B^{-2} & =2\left(k^{2}-r^{2}\right)^{\frac{1}{2}}\left[k^{-1} a^{2}(v)-b^{2}(r+k)\right] \\
b & =\mathrm{const} \\
H & =L_{1}(\eta, v) \cos a(v) \xi+L_{2}(\eta, v) \sin a(v) \xi \\
R(r) & =(k-r)^{\frac{1}{2}}(k+r)^{-\frac{1}{2}}
\end{aligned}
$$

with $a(v)>0$ as a nonconstant function. The functions $L_{\alpha}(\eta, v), \alpha=1,2$, which are not permitted to vanish simultaneously, are each expressed in terms of two arbitrary functions $E_{\alpha}(v)$ and $F_{\alpha}(v)$ according to ${ }^{16}$
$L_{\alpha}(\eta, v)=\left\{\begin{array}{r}E_{\alpha}(v) \cos \left\{\left[a^{2}(v)-2 b^{2} k^{2}\right]^{\frac{1}{2}} \eta+F_{\alpha}(v)\right\}, \\ a^{2}(v)>2 b^{2} k^{2}, \\ E_{\alpha}(v) \cosh \left\{\left[2 b^{2} k^{2}-a^{2}(v)\right]^{\frac{1}{2}} \eta+F_{\alpha}(v)\right\}, \\ a^{2}(v)<2 b^{2} k^{2} .\end{array}\right.$
The pressure and energy density are given as

$$
\begin{gather*}
p=\left(\frac{3}{2}\right)\left(k^{2}-r^{2}\right)^{-\frac{3}{2}}\left[b^{2}\left(4 r^{3}-5 k^{2} r-k^{3}\right)+k a^{2}(v)\right] \\
A-p=12 b^{2} r\left(k^{2}-r^{2}\right)^{-\frac{1}{2}} \tag{4.8}
\end{gather*}
$$

In the case $a^{2}(v)>2 b^{2} k^{2}$, the requirement $p>0$ holds for all permissible values (4.5) of $r$ provided that $a(v)$ satisfies the additional restriction $a^{2}(v)>$ $\left[1+\left(\frac{5}{3}\right)^{\frac{3}{2}}\right] k^{2} b^{2}$. If $b=0, a(v)$ is essentially ${ }^{17}$ arbitrary. In the case $a^{2}(v)<2 b^{2} k^{2}(\Rightarrow b \neq 0)$ it is necessary to restrict the function $a(v)$ and the domain of $r$ according to $a^{2}(v) \geq \alpha k^{2} b^{2}, r<\beta k$, where, for fixed $1<\alpha<$ $2, \beta<1$ is the unique positive number satisfying ${ }^{18}$ $4 \beta^{3}-5 \beta+\alpha-1=0$.

Class IIb: $\rho^{2}-4 \sigma \bar{\sigma}>0$ :

$$
\begin{aligned}
d s^{2}= & -\left(r^{2}-k^{2}\right) R^{-1}\left(d \xi+k^{-1} R \frac{\partial H}{\partial \xi} d v\right)^{2} \\
& -\left(r^{2}-k^{2}\right) R\left(d \eta-k^{-1} R^{-1} \frac{\partial H}{\partial \eta} d v\right)^{2} \\
& +2 H d r d v-B^{-2} H^{2} d v^{2},
\end{aligned}
$$

where

$$
\begin{aligned}
B^{-2} & =2\left(r^{2}-k^{2}\right)^{\frac{1}{2}}\left[b^{2}(r+k)-\epsilon k^{-1} a^{2}(v)\right] \\
b & =\mathrm{const} \\
R(r) & =(r-k)^{\frac{1}{2}}(r+k)^{-\frac{1}{2}},
\end{aligned}
$$

with $a(v)>0$ as a nonconstant function. The nonvanishing function $H(\xi, \eta, v)$ is determined in terms of arbitrary functions $E_{\alpha}(v), \quad F_{\alpha}(v), \quad \alpha=1,2$, its
explicit form depending on $\epsilon= \pm 1$ according to $^{16}$ the following.
(i) $\epsilon=+1$ :

$$
\begin{array}{r}
H=L_{1}(\eta, v) \cos a(v) \xi+L_{2}(\eta, v) \sin a(v) \xi \\
L_{\alpha}(\eta, v)=E_{\alpha}(v) \cos \left\{\left[2 b^{2} k^{2}-a^{2}(v)\right]^{\frac{1}{2}} \eta+F_{\alpha}(v)\right\} \\
a^{2}(v)<2 b^{2} k^{2} .
\end{array}
$$

(ii) $\epsilon=-1$ :

$$
\begin{aligned}
H & =L_{1}(\eta, v) \cosh a(v) \xi+L_{2}(\eta, v) \sinh a(v) \xi \\
L_{\alpha}(\eta, v) & =E_{\alpha}(v) \cos \left\{\left[a^{2}(v)+2 b^{2} k^{2}\right]^{\frac{1}{2}} \eta+F_{\alpha}(v)\right\} .
\end{aligned}
$$

For corresponding $\epsilon$, the pressure and energy density are
$p=\left(\frac{3}{2}\right)\left(r^{2}-k^{2}\right)^{-\frac{3}{2}}\left[b^{2}\left(-4 r^{3}+5 k^{2} r+k^{3}\right)-\epsilon k a^{2}(v)\right]$,

$$
\begin{equation*}
A-p=12 b^{2} r\left(r^{2}-k^{2}\right)^{-\frac{1}{2}} \tag{4.9}
\end{equation*}
$$

In the case $\epsilon=-1$, the requirement $p>0$ holds with $b \neq 0$, provided we restrict the function $a(v)$ and the domain (4.6) of $r$ according to $\alpha k^{2} b^{2} \leq a^{2}(v)$ and $r<\beta k$, where, for a fixed arbitrary positive number $\alpha$, we have a unique $\beta>1$ satisfying ${ }^{19}$ $4 \beta^{3}-5 \beta-1-\alpha=0$. There are, however, no restrictions on $a(v)$ or the domain of $r$ if $b=0 .{ }^{17}$

In the case $\epsilon=+1(\Rightarrow b \neq 0)$, the function $a(v$ and the domain (4.6) of $r$ are restricted by the inequalities $[a(v) / b]^{2} \leq \alpha k^{2}, \quad r<k \beta$, where $\alpha<2$ determines $\beta>1$ as the unique real number satisfying $4 \beta^{3}-5 \beta+\alpha-1=0$.

In connection with these restrictions, we should note that some authors ${ }^{20}$ impose, instead of (1.3), the stronger condition $0<p \leq \frac{1}{3} A$ on the fluid pressure. Solutions with $b=0$ are then immediately excluded from our line elements, but all others with suitable functions $a(v)$ survive. For example, Class I will then require that the function $a(v)$ and the domain (4.4) of $r$ be restricted by the inequalities $0<7 b^{2} \beta \leq$ $a^{2}(v) \leq 15 b^{2} \alpha, 0<\alpha \leq r<\beta$, where $\alpha$ and $\beta$ are positive constants which satisfy $1<\beta / \alpha<\frac{15}{7}$ but are otherwise arbitrary.

The Killing equations were solved for the above line elements. It was found that, provided $a^{\prime}(v) \neq 0$, (which we have assumed) the only metrics which admit a nontrivial group of isometries are contained in the subcase of Class I for which $b=0$. For example, if

$$
H=\cos a(v) \xi \Rightarrow b=0
$$

this metric admits a one-parameter group of isometries, unless $a(v)$ satisfies

$$
\left(a / a^{\prime}\right)^{\prime}=-\frac{4}{3}
$$

in which case there are two independent Killing vector fields, this being the maximum number possible. As a
second example, if

$$
H=\eta \cos a(v) \xi \Rightarrow b=0
$$

there are no Killing vector fields unless $a(v)$ satisfies

$$
\left(a / a^{\prime}\right)^{\prime}=-1
$$

in which case there is one. Finally, we note that if $a^{\prime}(v)=0$, the line elements of all three classes are conformally flat (see Sec. 5) and admit a six-parameter group of isometries.

## 5. PROPERTIES OF THE WEYL TENSOR AND FLUID CONGRUENCE

For type [4] gravitational fields, the Weyl conform tensor defined by

$$
C_{a b c d}=R_{a b c d}+g_{a[c} R_{d] b}+R_{a[c} g_{d] b}-(R / 3) g_{a[c} g_{d] b}
$$

with $R_{a b}=R_{a b c}^{c}$, can be written in terms of the null tetrad of Sec. 2 as

$$
\begin{equation*}
C_{a b c d}=-4\left(C V_{a b} V_{c d}+\bar{C} \bar{V}_{a b} \bar{V}_{c d}\right) \tag{5.1}
\end{equation*}
$$

where

$$
V_{a b}=k_{[a} m_{b]}
$$

and $C$ is a scalar, in general complex. ${ }^{21}$
For the class of solutions considered here, it is a consequence of the field equations and the Bianchi identities that the function $C$ is proportional to the shear of the p.n.c. and to the shear scalar $\left(\sigma_{a b} \sigma^{a b}\right)^{\frac{1}{2}}$ of the fluid congruence, the latter being defined by ${ }^{22}$

$$
\begin{equation*}
\sigma_{a b}=u_{(a ; b)}-\dot{u}_{(a} u_{b)}-(\theta / 3)\left(g_{a b}-u_{a} u_{b}\right) \tag{5.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta=u_{; a}^{a}, \quad \dot{u}_{a}=u_{a ; b} u^{b} \tag{5.3}
\end{equation*}
$$

are the expansion and acceleration of the fluid, respectively. The explicit formula, derived in the Appendix, is

$$
\begin{equation*}
2 C^{2}=3 \sigma^{2} B^{-6} \sigma_{a b} \sigma^{a b} \tag{5.4}
\end{equation*}
$$

so that $C$ is real. When the expressions of Sec. 4 are substituted into (5.4), one obtains ${ }^{23}$

$$
\begin{equation*}
C=a(v) a^{\prime}(v) F(r) / H \tag{5.5}
\end{equation*}
$$

where

$$
F(r)= \begin{cases}r^{-\frac{1}{2}}, & \text { Class I }  \tag{5.6}\\ \left(k^{2}-r^{2}\right)^{-\frac{1}{2}}, & \text { Class IIa } \\ \epsilon\left(r^{2}-k^{2}\right)^{-\frac{1}{2}}, & \text { Class IIb }\end{cases}
$$

Thus the Weyl tensor is nonzero if and only if the function $a(v)$ in the line elements is nonconstant (as assumed). In addition, the vectors $k^{a}$ and $m^{a}$, determining the null bivector $V_{a b}$, are given by (3.7) and

$$
m^{a}=2^{-\frac{1}{2}}|F(r)|\left[f(r) \delta_{1}^{a}+i f(r)^{-1} \delta_{2}^{a}\right]
$$

where $F(r)$ is defined by (5.6) and $f(r)$ by

$$
f(r)= \begin{cases}r^{-\frac{1}{4}}, & \text { Class I } \\ (k-r)^{\frac{1}{4}}(k+r)^{-\frac{1}{4}}, & \text { Class IIa } \\ (r-k)^{\frac{1}{4}}(r+k)^{-\frac{1}{4}}, & \text { Class IIb }\end{cases}
$$

It is shown in the Appendix that $V_{a b}$ is covariantly constant along the p.n.c. so that

$$
C_{a b c d ; e} k^{e}=-4 \frac{\partial C}{\partial r}\left(V_{a b} V_{c d}+\bar{V}_{a b} \nabla_{c d}\right)
$$

The behavior of $C_{a b c a}$ along the p.n.c. is thus determined solely by the function $F(r)$ of $E q$. (5.6) which gives the $r$ dependence of $C$. Note ${ }^{24}$ that, for the RobinsonTrautman type [4] vacuum solutions [whose repeated p.n.c. is hypersurface generating (and hence geodesic), shear-free, but expanding], the function $C$ of (5.1) varies as $r^{-1}$.

We remarked earlier that the fluid congruence is necessarily hypersurface orthogonal. One also finds that it is further restricted by having the shear scalar related to the acceleration scalar according to

$$
\begin{equation*}
\dot{u}^{a} \dot{u}_{a}=-\left(\frac{3}{2}\right) \sigma_{a b} \sigma^{a b} \tag{5.7}
\end{equation*}
$$

Finally, the expansion $\theta$ is calculated to be

$$
\begin{equation*}
\theta=-3 B^{-2} \frac{\partial B}{\partial r}+H^{-1} \frac{\partial B}{\partial v} \tag{5.8}
\end{equation*}
$$

From Eq. (5.4), (5.7), and (5.8) we thus conclude that, for the class of type [4] perfect fluid solutions under consideration, the fluid has nonzero shear, acceleration, and expansion. For the conformally flat solutions $\left[a^{\prime}(v)=0\right]$, the fluid has zero shear and acceleration but nonzero expansion, and satisfies an equation of state of the form $p=f(A)$. These solutions therefore belong to the Friedman class of perfect fluid spacetimes. ${ }^{25}$

We conclude by discussing the question as to whether a region of one of the type [4] perfect fluid solutions under consideration can be suitably joined to a vacuum region of space-time. It is customary to require the Lichnerowicz junction condition to hold across a fluid-vacuum interface $\Sigma$. This implies ${ }^{26}$ that the pressure vanishes on $\Sigma$ and that the fluid velocity $u^{a}$ is tangent to $\Sigma$. We thus investigate the existence of a hypersurface on which $p=0$, such that

$$
\begin{equation*}
\left[u^{a} \frac{\partial p}{\partial x^{a}}\right]_{p=0}=0 \tag{5.9}
\end{equation*}
$$

From Eqs. (4.7)-(4.9) it follows immediately that hypersurfaces on which $p$ vanishes exist if and only if the constant $b$ is nonzero. However, a straightforward calculation shows that for all the line elements with
$b \neq 0$ [and $a(v)$ nonconstant] the condition (5.9) is violated. We thus conclude that none of the present class of type [4] perfect fluid solutions can be joined to a vacuum solution with the Lichnerowicz junction condition being satisfied across the fluid vacuum interface.
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## APPENDIX: DERIVATION OF MAIN RESULTS

In deriving Eqs. (3.2) and (3.3), it is not necessary to introduce a coordinate system explicitly. It is convenient, however, to use the tetrad freedom (2.3) with $S=T=0$ to set $u^{a} k_{a}=2^{-\frac{1}{2}}$, which means that the tangent field $k^{a}$ no longer corresponds to an affine parameter (as in Sec. 3). Equation (4.1) simplifies to

$$
\begin{equation*}
u^{n}=2^{-\frac{1}{2}}\left(k^{a}+n^{a}\right) \tag{A1}
\end{equation*}
$$

By means of the field Eqs. (1.2), and (A1), the tetrad components ${ }^{12} \Phi_{\alpha \beta}, \alpha, \beta=0,1,2$, of the Ricci tensor become

$$
\begin{align*}
\Phi_{00} & =2 \Phi_{11}=\Phi_{22}=\left(\frac{1}{4}\right)(A+p)>0, \\
\Phi_{01} & =\Phi_{02}=\Phi_{12}=0  \tag{A2}\\
\Lambda & =R / 24=(A-3 p) / 24 .
\end{align*}
$$

Since $k^{a}$ is tangent to the repeated p.n.c., which is assumed geodesic, we have

$$
\begin{equation*}
\kappa=0, \Psi_{0}=\Psi_{1}=\Psi_{2}=\Psi_{3}=0, \Psi_{4} \neq 0 \tag{A3}
\end{equation*}
$$

where $\Psi_{\alpha}, \alpha=0,1, \cdots, 4$, are the tetrad components of the Weyl tensor. ${ }^{12}$ We use the Ricci and Bianchi identities in Newman-Penrose form (Ref. 1, pp. 34851 ), with the former labeled $\mathrm{I}_{1}, \mathrm{I}_{2}, \cdots, \mathrm{I}_{18}$ and the latter $\mathrm{II}_{1}, \mathrm{II}_{2}, \cdots, \mathrm{II}_{11}$. With the specializations (A2) and (A3), the Bianchi identities $\mathrm{II}_{1}-\mathrm{II}_{6}$ simplify to

$$
\begin{gather*}
-\delta \Phi_{00}=(\bar{\pi}-2 \bar{\alpha}-2 \beta) \Phi_{00},  \tag{A4}\\
0=(\bar{\lambda}-\sigma) \Phi_{00} \Rightarrow \sigma=\bar{\lambda},  \tag{A5}\\
(D-\Delta) \Phi_{00}=(\bar{\mu}-2 \mu-2 \gamma-2 \bar{\gamma}+2 \bar{\rho}-\rho) \Phi_{00},  \tag{A6}\\
-\delta \Phi_{00}=(-\bar{\nu}+\tau+2 \bar{\pi}) \Phi_{00},  \tag{A7}\\
\delta \Phi_{00}=(-2 \bar{v}+\bar{\pi}+2 \tau) \Phi_{00},  \tag{A8}\\
(D-\Delta) \Phi_{00}=3 \sigma \Psi_{4} \\
+(2 \bar{\mu}-\mu+\bar{\rho}-2 \rho-2 \epsilon-2 \bar{\epsilon}) \Phi_{00} . \tag{A9}
\end{gather*}
$$

Equations (A4), (A7), and (A8) immediately imply

$$
\begin{equation*}
\alpha+\bar{\beta}=\pi-v+\bar{\tau}=0 . \tag{A10}
\end{equation*}
$$

Since $(D-\Delta) \Phi_{00}$ is real, (A6) entails

$$
\begin{equation*}
\rho-\bar{\rho}+\mu-\bar{\mu}=0, \tag{All}
\end{equation*}
$$

and, by means of (A5), (A10), and (A11), the imaginary part of the Ricci identity $I_{12}$ reads

$$
\begin{equation*}
(\rho-\bar{\rho})(\rho-\bar{\mu}+\epsilon+\bar{\epsilon}-\gamma-\bar{\gamma})=0 . \tag{A12}
\end{equation*}
$$

Furthermore, by virtue of (A5) and (A10), the expression

$$
D \sigma+(-D \bar{\lambda}+\delta \bar{\pi})+(\Delta \bar{\lambda}-\delta \bar{v})+(-\Delta \sigma+\delta \tau)
$$

vanishes identically. When it is evaluated using the Ricci identities $\mathrm{I}_{2}, \mathrm{I}_{7}, \mathrm{I}_{10}$, and $\mathrm{I}_{16}$, one obtains for $\Psi_{4}$ the expression

$$
\begin{equation*}
\Psi_{4}=2 \bar{\sigma}(\rho-\bar{\mu}+\epsilon+\bar{\epsilon}-\gamma-\bar{\gamma}) . \tag{A13}
\end{equation*}
$$

On the other hand, Eqs. (A6) and (A9) imply

$$
\begin{equation*}
0=3 \sigma \Psi_{4}-2(\rho-\bar{\mu}+\epsilon+\bar{\epsilon}-\gamma-\bar{\gamma}) \Phi_{00} \tag{A14}
\end{equation*}
$$

which with Eqs. (A12) and (A13) yields $(\rho-\bar{\rho}) \Psi_{4}=0$ and ( $\left.\Phi_{00}-3 \sigma \bar{\sigma}\right) \Psi_{4}=0$, verifying (3.2) and (3.3).
To proceed further, we substitute (A1) into the definition (5.2) of $\sigma_{a b}$ and introduce the expressions for the covariant derivatives $k_{a ; b}, n_{a ; b}$ in terms of the spin coefficients to obtain ${ }^{27}$

$$
\sigma_{a b} \sigma^{a b}=\left(\frac{1}{3}\right)(\rho-\bar{\mu}+\epsilon+\bar{\epsilon}-\gamma-\bar{\gamma})^{2},
$$

which when combined with (A13) yields

$$
\Psi_{4}^{2}=12 \bar{\sigma}^{2} \sigma_{a b} \sigma^{a b}
$$

If we use (2.3) with $R=1, T=0$ to set $\sigma=\bar{\sigma}$, and introduce an affine parameter, we obtain the required equation (5.4).

Retaining the nonaffine parameter, we next obtain further simplification of the spin coefficients. Equation $\mathrm{II}_{7}$ immediately implies $\epsilon=\bar{\epsilon}$, while (A7) with (3.3) gives

$$
\begin{equation*}
2 \delta \sigma=-\bar{\pi} \sigma . \tag{A15}
\end{equation*}
$$

A linear combination of $\mathrm{I}_{4}, \mathrm{I}_{5}, \mathrm{I}_{11}, \mathrm{I}_{13}, \mathrm{I}_{15}$, and $\mathrm{I}_{18}$ yields an expression for $\delta(\rho-\bar{\mu}+\epsilon+\bar{\epsilon}-\gamma-\bar{\gamma})$, which with (A13) and (A15) enables us to evaluate $\delta \Psi_{4}$. On comparison with $\mathrm{II}_{8}$ we obtain

$$
\begin{equation*}
\bar{\pi}=8 \beta, \tag{A16}
\end{equation*}
$$

which when substituted with (A15) in $I_{11}$ and $I_{13}$ implies

$$
\begin{equation*}
\delta \rho=\delta \mu=0 \tag{A17}
\end{equation*}
$$

The commutator ${ }^{28}(\delta D-D \delta)$ is applied to $\rho$ and the operator $\delta$ is applied to $\mathrm{I}_{1}$ yielding two expressions for $\delta D \rho$ [simplified by (A17)], which when equated necessitate

$$
\begin{equation*}
\alpha=\beta=\pi=0, \Rightarrow \delta \epsilon=\delta \sigma=0 . \tag{A18}
\end{equation*}
$$

To summarize, we have the following restrictions on the spin coefficients:

$$
\begin{gather*}
\kappa=\alpha=\beta=\pi=0 \\
\rho-\bar{\rho}=\mu-\bar{\mu}=\sigma-\bar{\sigma}=\lambda-\bar{\lambda}=0,  \tag{Al9}\\
\epsilon-\bar{\epsilon}=\sigma-\bar{\lambda}=v-\bar{\tau}=0 . \tag{A20}
\end{gather*}
$$

Before completing the integration of the field Eqs. in Newman-Penrose form, it is essential to use the transformation (2.3) with $S=T=0$ to re-introduce an affine parameter (characterized by $\epsilon+\bar{\epsilon}=0$ ) along the p.n.c. We thus require that

$$
\begin{equation*}
(\epsilon \hat{+} \bar{\epsilon})=R(\epsilon+\bar{\epsilon})+D R=0 . \tag{A21}
\end{equation*}
$$

Such a transformation will in general not preserve $\alpha=\bar{\beta}=0$ since

$$
\begin{equation*}
(\alpha \hat{+} \bar{\beta})=\delta \ln R . \tag{A22}
\end{equation*}
$$

However, because we have $\delta(\epsilon+\bar{\epsilon})=0$, we can solve (A21) for $R$, subject to $\delta R=0$, and thus achieve $\epsilon+\bar{\epsilon}=0$ while preserving $\bar{\alpha}=\beta=0 .{ }^{29}$ If we write $R=2^{\frac{1}{2}} B$, Eq. (A1) assumes the form (4.1). The conditions (A19) are left unchanged while (A20) becomes

$$
\begin{equation*}
\epsilon=0, \quad \sigma=2 B^{2} \bar{\lambda}, \quad \tau=2 B^{2} \bar{\nu} . \tag{A23}
\end{equation*}
$$

With the aid of (3.3), the Ricci identities $\mathrm{I}_{1}$ and $\mathrm{I}_{2}$ now reduce to (3.4) and (3.5), and the integration can be carried out as described following Eq. (4.2). ${ }^{30}$
Finally, note that, as an immediate consequence of their definitions, ${ }^{12}$ the spin coefficients $\kappa=\pi=\epsilon=0$ immediately imply that the complex null bivector $V_{a b}$ of Eq. (5.1) satisfies $V_{a b ;} c^{c}=0$, as mentioned in Sec. 5.
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#### Abstract

A projection operator expansion is used to obtain the explicit forms of finite transformations in the triplet, octet, and decuplet representations of $S U(3)$. The projection operators are obtained from the characteristic equations for the matrices in these representations. These characteristic equations are developed from known properties of the $\lambda_{i}, F_{i}$, and decuplet matrices; where multiple eigenvalues appear, it is shown that the relevant matrices also satisfy reduced equations in which no eigenvalue appears twice or more. General features of the method are discussed.


## 1. INTRODUCTION

The eightfold way ${ }^{1}$ and related particle symmetries are usually discussed in terms of infinitesimal $S U(3)$ transformations. These transformations are easy to use, and they provide us with enough mathematical apparatus to derive most consequences of the theory. As a result, the art of transforming quantities through finite angles in $S U(3)$ space has been somewhat neglected. Since there are occasions where such transformations cannot be avoided, we describe in this paper a general method for handling them. The method can be applied to all representations of $S U(3)$, but for practical reasons we restrict ourselves to the triplet, octet, and decuplet.

Our approach to the problem is akin to an eigenfunction expansion: If we can expand the quantity we wish to transform in terms of the eigenfunctions of the transformation operator, then we can carry out the transformation simply by replacing the operator by its appropriate eigenvalues. Now it often happens that, while we know the eigenvalues of an operator, we do not know the eigenfunctions. To avoid the labor of computing them explicitly, we shall therefore make our expansion in terms of a complete set of projection operators, one for each eigenvalue. As we shall see, these projection operators depend only upon the original transformation operator and its eigenvalues.

To obtain the projection operators, we consider an $n$-dimensional vector space spanned by vectors

$$
\begin{equation*}
\mathbf{a}=\left(a_{1}, a_{2}, \cdots, a_{n}\right) \tag{1.1}
\end{equation*}
$$

Finite transformations in this space take the form

$$
\begin{equation*}
\mathbf{a} \rightarrow \mathbf{a}^{\prime}=e^{i \theta A} \mathbf{a}, \tag{1.2}
\end{equation*}
$$

where $A$ is an $n \times n$ Hermitian matrix and $\theta$ is a parameter. By the Cayley-Hamilton theorem, ${ }^{2} A$ must obey the characteristic equation

$$
\begin{equation*}
\Omega \equiv \prod_{k=1}^{n}\left(A-\alpha_{k}\right)=0 \tag{1.3}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}$ are its eigenvalues. When the eigenvalues are all distinct, we define the matrices

$$
\begin{equation*}
P_{l}(A)=\prod_{k \neq l}\left(\frac{A-\alpha_{k}}{\alpha_{l}-\alpha_{k}}\right), \quad l=1,2, \cdots, n \tag{1.4}
\end{equation*}
$$

and observe that, as a result of Eq. (1.3),

$$
\begin{gather*}
P_{l}(A) A=A P_{l}(A)=\alpha_{l} P_{l}(A), \quad \text { no sum on } l, \\
P_{l}(A) f(A)=f(A) P_{l}(A)=f\left(\alpha_{l}\right) P_{l}(A), \tag{1.5}
\end{gather*}
$$

where $f$ is any function of $A$. In particular, when we take $f$ to be $P_{m}(A)$, we find that

$$
\begin{equation*}
P_{m}(A) P_{l}(A)=\delta_{m l} P_{l}(A) \tag{1.6}
\end{equation*}
$$

We can also use the partial fraction decomposition of $\Omega^{-1}$ [see Eq. (1.3)] as a formal identity to prove that

$$
\begin{equation*}
\sum_{l=1}^{n} P_{l}(A)=I \tag{1.7}
\end{equation*}
$$

where $I$ is the unit $n \times n$ matrix. Thus the $P_{l}(A)$ form a complete set of projection operators, and by virtue of Eqs. (1.5) and (1.7) we obtain the desired expansion for $\mathbf{a}^{\prime}$ in Eq. (1.2):

$$
\begin{equation*}
\mathbf{a}^{\prime}=e^{i \theta A} \mathbf{a}=\sum_{l=1}^{n} e^{i \theta \alpha_{l}} P_{l}(A) \mathbf{a} \tag{1.8}
\end{equation*}
$$

When the eigenvalues of $A$ are not all distinct, we cannot use this method as it stands because the denominator in Eq. (1.4) will have zero as a factor. However, we can modify it quite easily if $A$ satisfies not only the full Eq. (1.3), which contains repeated factors, but also a reduced characteristic equation with no repeated factors. Let us therefore suppose that $A$ satisfies the equation

$$
\begin{equation*}
\prod_{k=1}^{m}\left(A-\alpha_{k}\right)=0 \tag{1.9}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{m}, m<n$, are the distinct eigenvalues. We can then define projection operators exactly as in Eq. (1.4), except that $k$ and $l$ both run from 1 to
$m$ instead of 1 to $n$. The completeness relation of Eq. (1.9) is modified in exactly the same way, and so the expansion of Eq. (1.8) becomes

$$
\begin{equation*}
\mathbf{a}^{\prime}=e^{i \theta A} \mathbf{a}=\sum_{l=1}^{m} e^{i \theta \alpha_{l}} P_{l}(A) \mathbf{a} \tag{1.10}
\end{equation*}
$$

In the next three sections of the paper, we study the characteristic equations for the three-, eight-, and ten-dimensional representations of $S U(3)$, and we show that, whenever a repeated root occurs, the appropriate matrix satisfies a reduced equation. To carry out this program, we shall need certain properties of the $S U(3)$ matrices and of the spaces in which they operate; since many of the properties have already been discussed by different authors, ${ }^{3-7}$ we shall review them without giving proofs.

In the fifth section of the paper we consider finite transformations. From the results of the previous sections, we give explicit formulas for the triplet, octet, and decuplet representations of $S U(3)$.

## 2. CHARACTERISTIC EQUATIONS FOR THE TRIPLET

The three-dimensional representation of $S U(3)$ consists of matrices $\lambda_{i}, i=1,2, \cdots, 8$, which obey the standard commutation and anticommutation rules ${ }^{1}$

$$
\begin{align*}
& {\left[\lambda_{i}, \lambda_{j}\right]=2 i f_{i j k} \lambda_{k}} \\
& \left\{\lambda_{i}, \lambda_{j}\right\}=\frac{4}{3} \delta_{i j} I+2 d_{i j k} \lambda_{k} \tag{2.1}
\end{align*}
$$

These matrices are traceless and normalized so that

$$
\begin{equation*}
\operatorname{Tr}\left(\lambda_{i}\right)=0, \quad \operatorname{Tr}\left(\lambda_{i} \lambda_{j}\right)=2 \delta_{i j} \tag{2.2}
\end{equation*}
$$

Each of them satisfies the identity

$$
\begin{equation*}
M^{3}-\frac{1}{2} \operatorname{Tr}\left(M^{2}\right) M-\frac{1}{3} \operatorname{Tr}\left(M^{3}\right) I \equiv 0 \tag{2.3}
\end{equation*}
$$

as can be shown with the aid of the Cayley-Hamilton theorem. ${ }^{2}$ We shall use this result to study the characteristic equations of the $\lambda_{i}$, but, before we do so, we must learn something about the geometry of the octet.

The octet space of $S U(3)$ is spanned by real vectors $\pi=\left(\pi_{1}, \pi_{2}, \cdots, \pi_{8}\right)$. As is well known, we can construct two invariants and a dual vector from $\pi$ :

$$
\begin{gather*}
X=\pi_{i} \pi_{i}, \quad Y=d_{i j k} \pi_{i} \pi_{j} \pi_{k}  \tag{2.4}\\
\Pi_{i}=d_{i j k} \pi_{j} \pi_{k} \tag{2.5}
\end{gather*}
$$

The invariant $X$ is the square of the norm of $\pi$, and it is never negative; the invariant $Y$, on the other hand, is the inner product of $\pi$ and its dual vector $\Pi$,

$$
\begin{equation*}
Y=\pi_{i} \Pi_{i} \tag{2.6}
\end{equation*}
$$

and it can be positive, negative, or zero. To determine
the properties of $\Pi$, we use a property of the $d$ coefficients, ${ }^{3.5}$

$$
\begin{align*}
d_{i j \alpha} d_{k l \alpha}+d_{i k \alpha} d_{j l \alpha} & +d_{i l x} d_{j k \alpha} \\
& =\frac{1}{3}\left(\delta_{i j} \delta_{k l}+\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right), \tag{2.7}
\end{align*}
$$

which can be derived from Eq. (2.3). We then find that the norm of $\Pi$ is proportional to $X$,

$$
\begin{equation*}
\Pi_{i} \Pi_{i}=\frac{1}{3} X^{2} \tag{2.8}
\end{equation*}
$$

and that its dual is a linear combination of $\boldsymbol{\pi}$ and itself,

$$
\begin{align*}
d_{i j k} \pi_{j} \Pi_{k} & =\frac{1}{3} X \pi_{i} \\
d_{i j k} \Pi_{j} \Pi_{k} & =\frac{2}{3} Y \pi_{i}-\frac{1}{3} X \Pi_{i} \tag{2.9}
\end{align*}
$$

Because the vector $\Pi+\mu \pi$ must have a nonnegative norm for all values of the parameter $\mu$, the value of the invariant $Y$ is always bounded by

$$
\begin{equation*}
X^{3}-3 Y^{2} \geq 0 \tag{2.10}
\end{equation*}
$$

When $Y$ vanishes, the vector $\pi$ is orthogonal to its dual [Eq. (2.7)], and it is called an " $s$-vector" by Michel and Radicatti. ${ }^{6}$ When $Y$ reaches its maximum absolute value, $\pi$ is parallel to its dual,

$$
\begin{equation*}
Y= \pm\left(X^{3} / 3\right)^{\frac{1}{2}}, \quad \Pi_{i}= \pm(X / 3)^{\frac{1}{2}} \pi_{i} \tag{2.11}
\end{equation*}
$$

and it is known as a " $q$-vector." ${ }^{6}$ The significance of this classification will become apparent below.

We now define the traceless matrix

$$
\begin{equation*}
(\lambda \cdot \pi)=\sum_{i} \lambda_{i} \pi_{i} \tag{2.12}
\end{equation*}
$$

Since it satisfies the identity of Eq. (2.3), its characteristic equation is

$$
\begin{equation*}
(\lambda \cdot \pi)^{3}-X(\lambda \cdot \pi)-\frac{2}{3} Y I=0 \tag{2.13}
\end{equation*}
$$

and its eigenvalues satisfy

$$
\begin{equation*}
\alpha^{3}-X \alpha-\frac{2}{3} Y I=0 \tag{2.14}
\end{equation*}
$$

This equation will have three real roots as long as the condition of Eq. (2.10) is fulfilled. They are

$$
\begin{gather*}
\alpha_{k}=2(X / 3)^{\frac{1}{2}} \cos \frac{1}{3}(\varphi+2 k \pi), \quad k=1,2,3 \\
\cos \varphi=3^{\frac{1}{2}} Y /(X)^{\frac{3}{2}} \tag{2.15}
\end{gather*}
$$

When $Y$ is zero, the roots are

$$
\begin{equation*}
\alpha_{1}=-\sqrt{ } X, \quad \alpha_{2}=0, \quad \alpha_{3}=+\sqrt{ } X \tag{2.16}
\end{equation*}
$$

If we assume that $\pi$ is a unit vector $(X=1)$, then Eq. (2.16) implies that the operator $\frac{1}{2}(\lambda \cdot \pi)$ has the same eigenvalue spectrum as does the isospin matrix $\frac{1}{2} \lambda_{3}$ in the standard representation. ${ }^{1}$ In other words, when $\pi$ is an $s$-vector, $\frac{1}{2}(\lambda \cdot \pi)$ is an element of an $S U(2)$ subalgebra. ${ }^{6}$

When the absolute value of $Y$ is at a maximum, two of the three roots coincide with one another. The roots are
$\left[\mp(X / 3)^{\frac{1}{2}}, \mp(X / 3)^{\frac{1}{2}}, \pm 2(X / 3)^{\frac{1}{2}}\right]$ for $Y= \pm\left(X^{3} / 3\right)^{\frac{1}{2}}$.

For $\pi$ a unit vector with negative $Y$, the matrix ( $\lambda \cdot \pi$ ) has the same spectrum as $\lambda_{\mathrm{g}}$ in the standard representation. ${ }^{1}$ Therefore $(\lambda \cdot \pi)$ behaves as a hyper-charge-type operator whenever $\pi$ is a $q$-vector. ${ }^{8}$

In general $|Y|$ lies somewhere between zero and $\left(X^{3} / 3\right)^{\frac{1}{2}}$ and $\pi$ is neither an $s$-vector nor a $q$-vector. Consequently, the matrix $(\lambda \cdot \pi)$ has three distinct eigenvalues, but it is not an isospin-type operator. It is always possible, however, to find linear combinations of $\pi$ and $\boldsymbol{\Pi}$ which do fall into the $s$ - and $q$-vector categories; therefore, we can always convert an arbitrary matrix $(\lambda \cdot \pi)$ into an isospin or a hypercharge operator.

It remains for us to show that when $Y= \pm\left(X^{3} / 3\right)^{\frac{1}{2}}$, the matrix $(\lambda \cdot \pi)$ satisfies a quadratic equation as well as the cubic one of Eq. (2.13). To do this, we multiply the second equation of (2.1) by $\pi_{i} \pi_{j}$ and sum over the indices $i$ and $j$. We obtain

$$
(\lambda \cdot \pi)^{2}=\frac{2}{3} X I+(\lambda \cdot \Pi)
$$

From Eq. (2.11) we can rewrite this as

$$
(\lambda \cdot \pi)^{2}=\frac{2}{3} X I \pm(X / 3)^{\frac{1}{2}}(\lambda \cdot \pi), \quad Y= \pm\left(X^{3} / 3\right)^{\frac{1}{2}}
$$

or

$$
\begin{gather*}
{\left[(\lambda \cdot \pi) \pm(X / 3)^{\frac{1}{2}}\right]\left[(\lambda \cdot \pi) \mp 2(X / 3)^{\frac{1}{2}}\right]=0} \\
Y= \pm\left(X^{3} / 3\right)^{\frac{1}{2}} \tag{2.18}
\end{gather*}
$$

This is exactly the equation we would expect from Eq. (2.17) if we were to drop one of the repeated roots.

Up to now we have been using the standard representation (3). We now turn to the conjugate representation (3), whose matrices are related to those of the (3) representation by

$$
\begin{equation*}
\bar{\lambda}_{i}=-\lambda_{i}^{\mathrm{T}} \tag{2.19}
\end{equation*}
$$

where $T$ denotes transpose. The $\bar{\lambda}_{i}$ satisfy the first equation of Eq. (2.1) and the conditions of Eqs. (2.2) and (2.3); but instead of the second equation of Eq. (2.1) they obey

$$
\begin{equation*}
\left\{\bar{\lambda}_{i}, \bar{\lambda}_{j}\right\}=\frac{4}{3} \delta_{i j}-2 d_{i j k} \bar{\lambda}_{k} \tag{2.20}
\end{equation*}
$$

Because of this, the representations $\lambda_{i}$ and $\bar{\lambda}_{i}$ cannot be related to one another by unitary transformations, and hence they are not equivalent representations of $S U(3)$.
To obtain the characteristic equation for $(\bar{\lambda} \cdot \pi)$, we merely replace $(\lambda \cdot \pi)$ by $(-\bar{\lambda} \cdot \pi)$ in Eq. (2.13). The
characteristic roots are therefore opposite in sign from those of $(\lambda \cdot \pi)$, but the multiplicities remain the same. In other words, the properties of the ( $\overline{3})$ representation can be obtained directly from those of the (3) by the replacement

$$
\begin{align*}
(\lambda \cdot \pi) & \rightarrow-(\bar{\lambda} \cdot \pi), \\
\alpha_{k} & \rightarrow-\bar{\alpha}_{k} \tag{2.21}
\end{align*}
$$

in Eqs. (2.13) and (2.15) (2.18).

## 3. THE OCTET

From the $f$ and $d$ coefficients of Eq. (2.1) we can construct eight-dimensional matrices

$$
\begin{equation*}
\left(F_{i}\right)_{m n}=-i f_{i m n}, \quad\left(D_{i}\right)_{m n}=d_{i m n}, \tag{3.1}
\end{equation*}
$$

which obey the commutation rules

$$
\begin{equation*}
\left[F_{i}, F_{j}\right]=i f_{i j k} F_{k}, \quad\left[F_{i}, D_{j}\right]=i f_{i j k} D_{k} \tag{3.2}
\end{equation*}
$$

The $F_{i}$ form an eight-dimensional representation of $S U(3)$ and the $D_{i}$ are operators transforming as an octet with respect to the group. Because $D_{i}$ and $F_{i}$ are respectively symmetric and antisymmetric matrices, we can rewrite the second equation of (3.2) as ${ }^{3}$

$$
\begin{equation*}
F_{k} D_{l}+F_{l} D_{k}=D_{l} F_{k}+D_{k} F_{l}=d_{k l m} F_{m} \tag{3.3}
\end{equation*}
$$

From Eq. (2.7) and various Jacobi identities for $\lambda$ matrices, we can show that ${ }^{3.5}$

$$
\begin{gather*}
\left\{F_{i}, F_{j}\right\}+3\left\{D_{i}, D_{j}\right\}=2 \delta_{i j} I  \tag{3.4}\\
\left\{F_{i}, F_{j}\right\}=\delta_{i j} I+3 d_{i j k} D_{k}-R_{i j} \\
\left(R_{i j}\right)_{m n}=\delta_{i m} \delta_{j n}+\delta_{i n} \delta_{j m} \tag{3.5}
\end{gather*}
$$

Equations (3.3), (3.4), and (3.5) are the basic equations that we need to examine the characteristic equations for the octet matrices.

## A. The General Equation

We begin with some preliminary results. Multiplying Eq. (3.3) by $\pi_{k} \pi_{l}$ and summing, we obtain

$$
\begin{equation*}
2(F \cdot \pi)(D \cdot \pi)=2(D \cdot \pi)(F \cdot \pi)=(F \cdot \Pi) \tag{3.6}
\end{equation*}
$$

where the notation $(A \cdot B)$ represents $\sum_{k} A_{k} B_{k}$. Since the quantities in Eq. (3.6) are matrices, we can operate with them on the column vector $\pi$ :

$$
2(D \cdot \pi)_{\alpha \beta}(F \cdot \pi)_{\beta \gamma} \pi_{\gamma}=(F \cdot \Pi)_{\alpha \beta} \pi_{\beta}
$$

But, because $F_{k}$ is totally antisymmetric,

$$
(F \cdot \pi)_{\beta \gamma} \pi_{\gamma}=-i f_{k \beta \gamma} \pi_{k} \pi_{\gamma}=0
$$

and so

$$
\begin{equation*}
(F \cdot \Pi)_{\alpha \beta} \pi_{\beta}=i f_{\alpha \rho \beta} \Pi_{\rho} \pi_{\beta}=0 . \tag{3.7}
\end{equation*}
$$

From this result and Eq. (3.2) we find that

$$
\begin{equation*}
[F \cdot \pi, F \cdot \Pi]=0 \tag{3.8}
\end{equation*}
$$

We may now multiply Eq. (3.5) by $\pi_{i} \Pi_{j}$ and use Eqs. (3.8) and (2.9) to write

$$
\begin{equation*}
2(F \cdot \pi)(F \cdot \Pi)=Y+X(D \cdot \pi)+R_{i j} \pi_{i} \Pi_{j} \tag{3.9}
\end{equation*}
$$

To eliminate the last term of Eq. (3.9), we multiply by $(F \cdot \pi)$ and use the antisymmetry of $F_{k}$ together with Eq. (3.7); then with the aid of Eq. (3.6) we obtain

$$
\begin{equation*}
\left[4(F \cdot \pi)^{2}-X\right](F \cdot \pi)(D \cdot \pi)=Y(F \cdot \pi) \tag{3.10}
\end{equation*}
$$

To eliminate $(D \cdot \pi)$ from this equation, we note that from Eq. (3.4) we have

$$
\begin{equation*}
(F \cdot \pi)^{2}+3(D \cdot \pi)^{2}=X I . \tag{3.11}
\end{equation*}
$$

We therefore square both sides of Eq. (3.9) and find that ${ }^{6}$

$$
\begin{equation*}
(F \cdot \pi)^{2}\left\{\left[4(F \cdot \pi)^{2}-X\right]^{2}\left[X-(F \cdot \pi)^{2}\right]-3 Y^{2}\right\}=0 \tag{3.12}
\end{equation*}
$$

Equation (3.12) is of degree eight in the $(8 \times 8)$ matrix $(F \cdot \pi)$, and hence it must be the characteristic equation that we would obtain from the CayleyHamilton theorem. We note that zero is a repeated eigenvalue and that the other six eigenvalues may or may not be distinct from one another. Thus we must show that $(F \cdot \pi)$ satisfies reduced equations if we are to develop projection operators along the lines described at the beginning of the paper. To pursue this question, we shall examine separately the three cases in which $\pi$ is an $s$-vector, a $q$-vector, or neither.

## B. Equation for $s$-Vectors

When $\pi$ is an $s$-vector $(Y=0)$, the characteristic equation (3.12) has two single roots $( \pm \sqrt{ } X)$, and three double ones $\left(0, \pm \frac{1}{2} \sqrt{ } X\right)$. We therefore expect $(F \cdot \pi)$ to obey the reduced equation

$$
\begin{equation*}
(F \cdot \pi)\left[4(F \cdot \pi)^{2}-X\right]\left[X-(F \cdot \pi)^{2}\right]=0 \tag{3.13}
\end{equation*}
$$

To prove that it does indeed obey Eq. (3.13), we multiply Eq. (3.10) by $(D \cdot \pi)$ and use the fact that $Y=0$ to write

$$
(F \cdot \pi)\left[4(F \cdot \pi)^{2}-X\right](D \cdot \pi)^{2}=0
$$

Equation (3.13) follows from this and Eq. (3.11).

## C. Equation for $q$-Vectors

When $\pi$ is a $q$-vector ( $3 Y^{2}=X^{3}$ ), Eq. (3.12) has zero as a quadruple root, and $\pm\left(3^{\frac{2}{2}} X / 2\right)$ as double roots. To derive the reduced equation in this case, we go back to Eq. (3.5) and multiply by $\pi_{i} \pi_{j}$ to obtain

$$
\begin{equation*}
2(F \cdot \pi)^{2}=X+3 D \cdot \Pi-R_{i j} \pi_{i} \pi_{j} \tag{3.14}
\end{equation*}
$$

We eliminate the last term by multiplying by $(F \cdot \pi)$,
and then with the aid of Eq. (2.11) we find that

$$
2(F \cdot \pi)^{3}=X(F \cdot \pi)+(3 Y / X)(F \cdot \pi)(D \cdot \pi)
$$

Using Eq. (3.6) and (2.11) again, we can rewrite this $a s^{6}$

$$
\begin{equation*}
(F \cdot \pi)\left[4(F \cdot \pi)^{2}-3 X\right]=0 \tag{3.15}
\end{equation*}
$$

This is exactly the reduced equation we require since it contains each of the three distinct eigenvalues once and only once.

## D. Equation for General Vectors

When $\pi$ is neither an $s$-vector nor a $q$-vector, equation (3.12) has zero as a double root. To determine the other roots, we note that since the inequality of Eq. (2.10) holds, we can define

$$
\begin{equation*}
\sin \psi=\left(3 Y^{2} / X^{3}\right)^{\frac{1}{2}}, \quad-\pi / 2<\psi<\pi / 2 \tag{3.16}
\end{equation*}
$$

The remaining roots can then be expressed as

$$
\begin{equation*}
\alpha_{k}=\cos \frac{1}{3}[\psi+(k-1) \pi], \quad k=1,2,3,4,5,6, \tag{3.17}
\end{equation*}
$$

and they are all distinct from one another. Therefore, in this case we need only eliminate one of the $(F \cdot \pi)$ factors of Eq. (3.12).

To do this, we write

$$
\begin{align*}
&(F \cdot \pi)\left[4(F \cdot \pi)^{2}-X\right]^{2}(D \cdot \pi)^{2} \\
& \equiv\left\{(F \cdot \pi)\left[4(F \cdot \pi)^{2}-X\right](D \cdot \pi)\right\} \\
& \times\left\{\left[4(F \cdot \pi)^{2}-X\right](D \cdot \pi)\right\} \\
&= Y(F \cdot \pi)\left\{\left[4(F \cdot \pi)^{2}-X\right](D \cdot \pi)\right\} \\
&= Y^{2}(F \cdot \pi) \tag{3.18}
\end{align*}
$$

where we have used Eq. (3.10) twice. From Eq. (3.18) and (3.11), we obtain the required equation, namely

$$
\begin{equation*}
(F \cdot \pi)\left\{\left[4(F \cdot \pi)^{2}-X\right]^{2}\left[X-(F \cdot \pi)^{2}\right]-3 Y^{2}\right\}=0 \tag{3.19}
\end{equation*}
$$

This completes our discussion of the octet matrices.

## 4. THE TEN-DIMENSIONAL REPRESENTATION

Besides the standard commutation rules

$$
\begin{equation*}
\left[B_{i}, B_{j}\right]=i f_{i j k} B_{k} \tag{4.1}
\end{equation*}
$$

the matrices $B_{i}$ of the ten-dimensional representation also satisfy ${ }^{8}$

$$
\begin{equation*}
d_{i j k} B_{i} B_{j}=\frac{3}{2} B_{k} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{8} B_{i} B_{i}=6 I \tag{4.3}
\end{equation*}
$$

where $I$ is the $10 \times 10$ unit matrix. We can use these properties to construct symmetric second- and thirdrank tensors

$$
\begin{align*}
T_{i j}= & \left\{B_{i}, B_{j}\right\}-\frac{9}{5} d_{i j k} B_{k}-\frac{3}{2} \delta_{i j} I,  \tag{4.4}\\
T_{i j k}= & \sum_{\text {all permutations }} B_{i} B_{j} B_{k} \\
& -\frac{15}{7}\left(\delta_{i j} B_{k}+\delta_{j k} B_{i}+\delta_{k i} B_{j}\right) \\
& -\frac{27}{7}\left(d_{i j \rho} B_{\rho} B_{k}+d_{j k \rho} B_{\rho} B_{i}+d_{k i \rho} B_{\rho} B_{j}\right) \\
& +\frac{1 \theta^{2} 2}{35} d_{i j k} I \tag{4.5}
\end{align*}
$$

which are traceless:

$$
\begin{equation*}
T_{\alpha \alpha}=d_{i \alpha \beta} T_{\alpha \beta}=d_{i \alpha \beta} T_{\alpha \beta k}=T_{\alpha \alpha k}=0 \tag{4.6}
\end{equation*}
$$

Since there are 27 independent $T_{i j}$ and 64 independent $T_{i j k}$, these tensors combine with the nine matrices $B_{i}$ and $I$ to form a complete set in the space of $10 \times 10$ Hermitian matrices, and any member of this space can be written as a linear combination of them. In particular, the fourth-rank tensor

$$
S_{i j k l}=T_{i j k} B_{l}+T_{j k l} B_{i}+T_{k l i} B_{j}+T_{l i j} B_{k}
$$

can be expressed as $^{9}$

$$
\begin{align*}
S_{i j k l} & =\left\{\frac{5}{7}\left(d_{i j \alpha} T_{\alpha k l}+d_{k l \alpha} T_{\alpha i j}\right)+\frac{38}{4} \frac{8}{9}\left(\delta_{i j} T_{k l}+\delta_{k l} T_{i j}\right)\right. \\
& \left.-\frac{12}{4} \frac{2}{9} d_{i j \alpha} d_{k l \beta} T_{\alpha \beta}+\text { cyclic permutations of } j, k, l\right\} . \tag{4.7}
\end{align*}
$$

From this result we shall deduce the characteristic equation for $(B \cdot \pi)=\sum_{i=1}^{8} B_{i} \pi_{i}$.

## A. The General Equation

Multiplying both sides of Eq. (4.7) by $\pi_{i} \pi_{j} \pi_{k} \pi_{l}$ and summing over the indices, we obtain an equation for $(B \cdot \pi)$ and $(B \cdot \Pi)$ :

$$
\begin{gather*}
3(B \cdot \Pi)^{2}+\left[3 X-12(B \cdot \pi)^{2}\right](B \cdot \Pi)+4(B \cdot \pi)^{4} \\
-4 X(B \cdot \pi)^{2}+6 Y(B \cdot \pi)=0 . \tag{4.8}
\end{gather*}
$$

Next we multiply Eq. (4.7) by $\pi_{i} \pi_{j} \pi_{k} \Pi_{l}$, and after some tedious algebra we obtain another equation:

$$
\begin{array}{r}
-6(B \cdot \pi)(B \cdot \Pi)^{2}+\left[4(B \cdot \pi)^{3}-X(B \cdot \pi)+3 Y\right] \\
\times(B \cdot \Pi)-2 X(B \cdot \pi)^{3}-2 Y(B \cdot \pi)^{2}+2 X^{2}(B \cdot \pi) \\
=0 . \tag{4.9}
\end{array}
$$

To eliminate $(B \cdot \Pi)^{2}$, we multiply Eq. (4.8) by $2(B \cdot \pi)$ and add the resultant to Eq. (4.9):

$$
\begin{align*}
& {\left[20(B \cdot \pi)^{3}-5 X(B \cdot \pi)-3 Y\right](B \cdot \Pi)} \\
& \quad=2(B \cdot \pi)\left[4(B \cdot \pi)^{4}-5 X(B \cdot \pi)^{2}\right. \\
& \left.\quad+5 Y(B \cdot \pi)+X^{2}\right] . \tag{4.10}
\end{align*}
$$

We can now eliminate $(B \cdot \Pi)$ altogether by multiplying Eq. (4.8) by $\left[20(B \cdot \pi)^{3}-5 X(B \cdot \pi)-3 Y\right]^{2}$
and making use of Eq. (4.10). After some lengthy manipulation we obtain a characteristic equation of the tenth degree:

$$
\begin{align*}
& (B \cdot \pi)\left[4(B \cdot \pi)^{3}-3(B \cdot \pi)+\cos \psi\right] \\
& \quad \times\left[4(B \cdot \pi)^{3}-3(B \cdot \pi)-\cos \psi\right] \\
& \quad \times\left[4(B \cdot \pi)^{3}-9(B \cdot \pi)-3^{\frac{3}{2}} \sin \psi\right]=0 \tag{4.11}
\end{align*}
$$

where we have set $X=1$ and $3^{\frac{1}{2}} Y=\sin \psi$ [see Eq. (3.16)].

When $|Y|$ lies between zero and its maximum value, Eq. (4.11) has ten distinct roots. Seven of them, namely

$$
\begin{array}{r}
\alpha_{0}=0, \quad \alpha_{k}=\cos \frac{1}{3}[\psi+(k-1) \pi] \\
k=1,2,3,4,5,6 \tag{4.12}
\end{array}
$$

are the same as in the eight-dimensional representation [see Eqs. (3.17) and (3.19)], but the remaining three are new:
$\alpha_{k}=3^{\frac{1}{2}} \cos \frac{1}{6}[2 \psi+(4 k-1) \pi], \quad k=7,8,9$.
When $Y$ is zero, there are three double roots $\left(0, \pm \frac{1}{2}\right)$ and four single roots $\left( \pm 1, \pm \frac{3}{2}\right)$; this spectrum is exactly the same as that of $T_{3}$ in the tenfold representation. When $Y=-1 / \sqrt{3}$, the eigenvalues of $Q=(2 / \sqrt{3})(B \cdot \pi)$ run from +1 to -2 in unit steps, and their multiplicities decrease from fourfold for $(+1)$ to singlefold for $(-2)$, again in unit steps. This spectrum matches exactly the spectra of hypercharge and electric charge. ${ }^{1}$

We now show that when $\pi$ is either a $q$-vector or an $s$-vector, $(B \cdot \pi)$ obeys an appropriate reduced equation.

## B. Equations for $s$-Vectors and $q$-Vectors

When $Y$ is zero, Eq. (4.10) becomes

$$
\begin{align*}
& 5(B \cdot \pi)\left[4(B \cdot \pi)^{2}-X\right](B \cdot \Pi) \\
& \quad=2(B \cdot \pi)\left[4(B \cdot \pi)^{2}-X\right]\left[(B \cdot \pi)^{2}-X\right] \tag{4.14}
\end{align*}
$$

and $(B \cdot \Pi)$ can be eliminated from Eqs. (4.8) and (4.9) to yield

$$
\begin{align*}
& 15(B \cdot \pi)(B \cdot \Pi)^{2}=2(B \cdot \pi) {\left[(B \cdot \pi)^{2}-X\right] } \\
& \times\left[2(B \cdot \pi)^{2}-3 X\right] \tag{4.15}
\end{align*}
$$

We now multiply Eq. (4.15) by $\left[4(B \cdot \pi)^{2}-X\right]$ and use Eq. (4.14) twice. In this way we obtain an equation, namely

$$
\begin{align*}
(B \cdot \pi)\left[4(B \cdot \pi)^{2}-X\right] & {\left[(B \cdot \pi)^{2}-X\right] } \\
& \times\left[4(B \cdot \pi)^{2}-9\right]=0 \tag{4.16}
\end{align*}
$$

in which each eigenvalue appears once and only once.

When $Y=-1 / \sqrt{ } 3$ and $X=1$, we find from Eq. (2.11) that $\Pi_{i}=(-1 / \sqrt{ } 3) \pi_{i}$. Equation (4.8) becomes

$$
\begin{align*}
&(B \cdot \pi)\left[4(B \cdot \pi)^{3}+(4 \sqrt{ } 3)(B \cdot \pi)^{2}\right. \\
&-3(B \cdot \pi)-3 \sqrt{ } 3]=0 \tag{4.17}
\end{align*}
$$

or, in terms of $Q=(2 / \sqrt{3})(B \cdot \pi)$,

$$
\begin{equation*}
Q(Q+2)\left(Q^{2}-1\right)=0 \tag{4.18}
\end{equation*}
$$

Again, the distinct eigenvalues appear only once in the equation. Thus, in both the $s$-vector and the $q$ vector cases, $(B \cdot \pi)$ obeys a reduced equation.

## C. The Conjugate Decuplet

It is not difficult to show that the matrix $\bar{B}_{i}$, obtained by taking the negative transpose of $B_{i}$, obeys the standard $S U(3)$ commutation rules. However, because

$$
\begin{equation*}
\bar{B}_{i}=-B_{i}^{\mathrm{T}}, \tag{4.19}
\end{equation*}
$$

the relation of Eq. (4.2) becomes ${ }^{8}$

$$
\begin{equation*}
d_{i j k} \bar{B}_{i} \bar{B}_{j}=-\frac{3}{2} \bar{B}_{k}, \tag{4.20}
\end{equation*}
$$

and so the $\bar{B}_{i}$ give us a representation which is not equivalent to the original $B_{i}$. The characteristic equation for this conjugate decuplet is obtained by replacing $(B \cdot \pi)$ by $-(\bar{B} \cdot \pi)$ everywhere in the preceding discussion. As a result, the signs of the eigenvalues change, but the multiplicities remain the same.

## 5. FINITE TRANSFORMATIONS

We denote the infinitesimal generators of $\operatorname{SU}(3)$ by $\hat{F}_{i}$, and any matrix representation of them by $M_{i}$. The operators and the matrices then satisfy the commutation rules

$$
\begin{equation*}
\left[\hat{F}_{i}, \hat{F}_{j}\right]=i f_{i j k} \hat{F}_{k} \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[M_{i}, M_{j}\right]=i f_{i j k} M_{k}, \tag{5.2}
\end{equation*}
$$

respectively.
A tensor operator $\Psi_{\alpha}$ is said to transform according to the representation $M_{i}$ if

$$
\begin{equation*}
\left[\hat{F}_{i}, \Psi_{\rho}\right]=\Psi_{\tau}\left(M_{i}\right)_{\tau \rho} \tag{5.3}
\end{equation*}
$$

From this and the relation

$$
\begin{align*}
& e^{i \theta(\hat{F} \cdot \pi)} \Psi_{\rho}{ }_{\rho} e^{-i \theta(\hat{F} \cdot \pi)} \\
& =\Psi_{\rho}+i \theta\left[\hat{F} \cdot \pi, \Psi_{\rho}^{\cdot}\right]+\frac{(i \theta)^{2}}{2!}\left[\hat{F} \cdot \pi,\left[\hat{F} \cdot \pi, \Psi_{\rho}\right]\right] \\
& +\frac{(i \theta)^{3}}{3!}\left[\hat{F} \cdot \pi,\left[\hat{F} \cdot \pi,\left[\hat{F} \cdot \pi, \Psi_{\rho}\right]\right]\right]+\cdots, \\
& \quad(\hat{F} \cdot \pi)=\sum_{k=1}^{8} \hat{F}_{k} \pi_{k}, \tag{5.4}
\end{align*}
$$

we conclude that

$$
\begin{equation*}
e^{i \theta(\hat{F} \cdot \pi)} \Psi_{\rho} e^{-i \theta(\hat{F} \cdot \pi)}=\Psi_{\tau}\left(e^{i \theta M \cdot \pi}\right)_{\tau \rho} . \tag{5.5}
\end{equation*}
$$

If $\alpha_{k}, k=1,2, \cdots, m$, denote the distinct eigenvalues of $M \cdot \pi=\sum_{k=1}^{8} M_{i} \pi_{i}$ and if $P_{l}(M \cdot \pi)$ is defined as in Eqs. (1.4) and (1.5), we can rewrite Eq. (5.5) as

$$
\begin{equation*}
e^{i \theta(\hat{F} \cdot \pi)} \Psi_{\rho} e^{-i \theta(\hat{F} \cdot \pi)}=\sum_{l} \Psi_{\tau}\left[P_{l}(M \cdot \pi)\right]_{\tau} \rho^{i \theta \theta_{l}} . \tag{5.6}
\end{equation*}
$$

This is our basic formula for finite transformations. We now apply it to the special cases of the octet, triplet, and decuplet; for convenience we shall assume from now on that $\pi$ is a unit vector,

$$
\begin{equation*}
X=\sum_{i=1}^{8} \pi_{i} \pi_{i}=1 \tag{5.7}
\end{equation*}
$$

## A. The Triplet

In the three-dimensional representation (3) the matrices $M_{i}$ are equal to $\frac{1}{2}\left(\lambda_{i}\right)$ and the transformation operator is $e^{i(\theta / 2)(\lambda \pi)}$. The projection operator for the eigenvalue $\alpha_{k}$ of $(\lambda \cdot \pi)$ is, in general,

$$
\begin{equation*}
P_{k}=\left[\alpha_{k}(\lambda \cdot \pi)^{2}+\alpha_{k}^{2}(\lambda \cdot \pi)+2 Y / 3\right] / 2\left(\alpha_{k}+Y\right), \tag{5.8}
\end{equation*}
$$

where $\alpha_{k}$ is given by Eq. (2.15). When $\pi$ is an $s$-vector, the eigenvalues become $+1,0,-1$ and the appropriate projection operators are

$$
\begin{align*}
P_{ \pm 1}=\frac{1}{2}\left[(\lambda \cdot \pi)^{2} \pm(\lambda \cdot \pi)\right], & P_{0}=\left[1-(\lambda \cdot \pi)^{2}\right] \\
& \text { for } Y=0 . \tag{5.9}
\end{align*}
$$

When $\pi$ is a $q$-vector, there are only two distinct eigenvectors, $1 / \sqrt{ } 3$ and $-2 / \sqrt{ } 3$, and the projection operators are

$$
\begin{align*}
P_{1 / \sqrt{ } 3} & =\frac{1}{3}\left[3^{\frac{1}{2}}(\lambda \cdot \pi)+2\right], \\
P_{-2 / \sqrt{ } 3} & =\frac{1}{3}\left[-3^{\frac{1}{2}}(\lambda \cdot \pi)+1\right], \quad Y=-1 / \sqrt{ } 3 . \tag{5.10}
\end{align*}
$$

From Eqs. (5.5) and (5.6) we can express the transformation operator as

$$
\begin{align*}
e^{i(\theta / 2)(\lambda \cdot \pi)} & =\sum_{k} P_{k}(\lambda \cdot \pi) e^{i \theta_{k} / 2} \\
& =A+B(\lambda \cdot \pi)+C(\lambda \cdot \pi)^{2} \tag{5.11}
\end{align*}
$$

where the coefficients $A, B$, and $C$ are

$$
\begin{gather*}
A=\frac{2 Y}{3} \sum_{k} \frac{e^{i \theta \alpha_{k} / 2}}{2\left(\alpha_{k}+Y\right)}, \quad B=\sum_{k} \frac{\alpha_{k}^{2} e^{i \theta \alpha_{k} / 2}}{2\left(\alpha_{k}+Y\right)} \\
C=\sum_{k} \frac{\alpha_{k} e^{i \theta \alpha_{k} / 2}}{2\left(\alpha_{k}+Y\right)} \tag{5.12}
\end{gather*}
$$

in the general case,

$$
\begin{equation*}
A=1, \quad B=i \sin \theta / 2, \quad C=(\cos \theta / 2-1) \tag{5.13}
\end{equation*}
$$

in the $s$-vector case, and

$$
\begin{align*}
& A=\frac{1}{3}\left[2 e^{i \theta / 2 \sqrt{ } 3}+e^{-i \theta / \sqrt{ } 3}\right], \\
& B=(1 / \sqrt{ } 3)\left[e^{i \theta / 2 \sqrt{ } 3}-e^{-i \theta / \sqrt{ } 3}\right],  \tag{5.14}\\
& C=0
\end{align*}
$$

in the $q$-vector case. Given the relations

$$
\begin{align*}
(\lambda \cdot \pi)^{2} & =(\lambda \cdot \Pi)+\frac{2}{3} I, \\
\alpha /(\alpha+Y) & =2 /\left(3 \alpha^{2}-1\right), \tag{5.15}
\end{align*}
$$

which follow from Eqs. (2.1), (2.14), and (5.7), we see that the general result of Eqs. (5.11) and (5.12) is identical to the expression for $e^{i(a \cdot \lambda)}$ derived from a different point of view by Macfarlane, Sudbery, and Weisz. ${ }^{5}$ Equation (5.13) is the same as the expression for $e^{i \theta \theta / 2) \mathrm{J} \cdot n}$ in the three-dimensional representation of $S U(2)^{10}$; this is not surprising in view of the fact that ( $\lambda \cdot \pi$ ) belongs to an $S U(2)$ subgroup of $S U(3)$ whenever $\pi$ is an $s$-vector. The $q$-vector case of Eq. (5.14) is the only one in which the transformation operator is linear in $(\lambda \cdot \pi)$.
For the conjugate three-dimensional representation $(\overline{3})$, the eigenvalues of ( $\bar{\lambda} \cdot \pi$ ) are opposite in sign from those of $(\lambda \cdot \pi)$, and the corresponding projection operators can be obtained by applying Eq. (2.21) to Eq. (5.8). The expression for $e^{i(\theta(2)(k \cdot \pi)}$ then becomes

$$
\begin{equation*}
e^{i(\theta / 2)(\lambda) \cdot \pi)}=\bar{A}+\bar{B}(\bar{\lambda} \cdot \pi)+\bar{C}(\bar{\lambda} \cdot \pi)^{2}, \tag{5.16}
\end{equation*}
$$

where

$$
\begin{gather*}
\bar{A}=\frac{-2 Y}{3} \sum_{k} \frac{e^{i \theta \bar{\alpha}_{k} / 2}}{2\left(\bar{\alpha}_{k}-Y\right)}, \quad \bar{B}=\sum_{k} \frac{e^{i \theta \bar{\alpha}_{k} / 2}\left(\bar{\alpha}_{k}\right)^{2}}{2\left(\bar{\alpha}_{k}-Y\right)} \\
\bar{C}=\sum_{k} \frac{e^{i \theta \bar{\alpha}_{k} / 2} \bar{\alpha}_{k}}{2\left(\bar{\alpha}_{k}-Y\right)} \tag{5.17}
\end{gather*}
$$

in general,

$$
\begin{equation*}
\bar{A}=1, \quad \bar{B}=i \sin \theta / 2, \quad \bar{C}=(\cos \theta / 2-1) \tag{5.18}
\end{equation*}
$$

in the $s$-vector case, and

$$
\begin{align*}
& \bar{A}=\frac{1}{3}\left[2 e^{-i \theta / 2 \sqrt{ } 3}+e^{i \theta / \sqrt{ } 3}\right] \\
& \bar{B}=(1 / \sqrt{ } 3)\left[e^{i \theta / \sqrt{ } 3}-e^{-i \theta / 2 \sqrt{ } 3}\right]  \tag{5.19}\\
& \bar{C}=0
\end{align*}
$$

in the $q$-vector case. As a check on these results, we observe that they can also be obtained by taking the transpose of Eq. (5.11), replacing $\theta$ by $(-\theta)$, and noting that $\bar{\alpha}_{k}=-\alpha_{k}$.

## B. The Octet

In the case of the octet representation the matrices $M_{i}$ are equal to the $F_{i}$ of Eq. (3.1) and the transformation operator is $e^{i \theta(F \cdot \pi)}$. The eigenvalues of ( $F \cdot \pi$ ) are

$$
\begin{align*}
& \alpha_{0}=0 \\
& \alpha_{k}=\cos \frac{1}{3}[\psi+(k-1) \pi], \quad k=1, \cdots, 6 \tag{5.20}
\end{align*}
$$

[see Eqs. (3.16) and (3.17)] and the projection operators are

$$
\begin{align*}
& P_{0}=\frac{1}{\cos ^{2} \psi}\left[\cos ^{2} \psi-9(F \cdot \pi)^{2}+24(F \cdot \pi)^{4}-16(F \cdot \pi)^{6}\right],  \tag{5.21}\\
& P_{i}=\frac{(F \cdot \pi)\left[4 \alpha_{i}(F \cdot \pi)^{2}+4 \alpha_{i}^{2}(F \cdot \pi)+\cos \psi\right]\left[4(F \cdot \pi)^{3}-3(F \cdot \pi)+\cos \psi\right]}{6 \cos \psi \alpha_{i}\left(2 \alpha_{i}+\cos \psi\right)}, \quad i=1,3,5,  \tag{5.22}\\
& P_{j}=\frac{-(F \cdot \pi)\left[4 \alpha_{j}(F \cdot \pi)^{2}+4 \alpha_{j}^{2}(F \cdot \pi)-\cos \psi\right]\left[4(F \cdot \pi)^{3}-3(F \cdot \pi)-\cos \psi\right]}{6 \cos \psi \alpha_{j}\left(2 \alpha_{j}-\cos \psi\right)}, j=2,4,6 . \tag{5.23}
\end{align*}
$$

To expand $e^{i \theta F \cdot \pi}$ in terms of the $P_{l}$, we use the fact that [see Eq. (3.17)]

$$
\begin{equation*}
\alpha_{k}=-\alpha_{k+3} . \tag{5.24}
\end{equation*}
$$

We then find that

$$
\begin{equation*}
e^{i \theta F \cdot \pi}=1+\sum_{n=1}^{6} A_{n}(F \cdot \pi)^{n} \tag{5.25}
\end{equation*}
$$

where
$A_{1}=\sum_{i=1,3,5} \frac{\left(i \sin \theta \alpha_{i}\right) \cos \psi}{3 \alpha_{i}\left(2 \alpha_{i}+\cos \psi\right)}$,
$A_{2}=\sum_{-1,3,5}\left(\frac{-3}{\cos ^{2} \psi}+\frac{\left(4 \alpha_{i}^{2}-3\right) \cos \theta \alpha_{i}}{3 \alpha_{i}\left(2 \alpha_{i}+\cos \psi\right)}\right)$,

$$
\begin{align*}
& A_{3}=\sum_{i=1,3,5} \frac{4\left(\cos \psi-3 \alpha_{i}\right)\left(i \sin \theta \alpha_{i}\right)}{3 \cos \psi\left(2 \alpha_{i}+\cos \psi\right)}, \\
& A_{4}=\sum_{i=1,3,5}\left(\frac{8}{\cos ^{2} \psi}+\frac{4\left(\cos \psi-3 \alpha_{i}\right) \cos \theta \alpha_{i}}{3(\cos \psi) \alpha_{i}\left(2 \alpha_{i}+\cos \psi\right)}\right), \\
& A_{5}=\sum_{i=1,3,5} \frac{16 \alpha_{i}\left(i \sin \theta \alpha_{i}\right)}{3 \cos \psi\left(2 \alpha_{i}+\cos \psi\right)}, \\
& A_{6}=\sum_{i=1,3,5} \frac{-16}{3 \cos \psi}\left(\frac{1}{\cos \psi}-\frac{\cos \theta \alpha_{i}}{2 \alpha_{i}+\cos \psi}\right) . \tag{5.26}
\end{align*}
$$

When $\pi$ is an $s$-vector, $(F \cdot \pi)$ has five eigenvalues instead of seven,

$$
\begin{equation*}
\alpha_{k}=0, \pm \frac{1}{2}, \pm 1 \tag{5.27}
\end{equation*}
$$

and the corresponding projection operators are

$$
\begin{align*}
P_{0} & =\left[4(F \cdot \pi)^{2}-1\right]\left[(F \cdot \pi)^{2}-1\right], \\
P_{ \pm \frac{1}{2}} & =\mp \frac{4}{3}[1 \pm 2(F \cdot \pi)]\left[(F \cdot \pi)^{3}-(F \cdot \pi)\right],  \tag{5.28}\\
P_{ \pm \pm 1} & = \pm \frac{1}{6}[1 \pm(F \cdot \pi)]\left[4(F \cdot \pi)^{3}-(F \cdot \pi)\right] .
\end{align*}
$$

The coefficients $A_{n}$ of Eq. (5.25) in this case are

$$
\begin{align*}
& A_{1}=(i / 3)(8 \sin \theta / 2-\sin \theta), \\
& A_{2}=\left(\frac{1 \theta}{3} \cos \theta / 2-\frac{1}{3} \cos \theta-5\right), \\
& A_{3}=(i / 3)(4 \sin \theta-8 \sin \theta / 2),  \tag{5.29}\\
& A_{4}=\left(4+\frac{4}{3} \cos \theta-\frac{16}{3} \cos \theta / 2\right), \\
& A_{5}=A_{6}=0 .
\end{align*}
$$

When $\boldsymbol{\pi}$ is a $q$-vector, the eigenvalues are

$$
\begin{equation*}
\alpha_{k}=0, \quad \pm 3^{\frac{1}{2}} / 2 \tag{5.30}
\end{equation*}
$$

and the projection operators become

$$
\begin{align*}
& P_{0}=\frac{1}{3}\left[3-4(F \cdot \pi)^{2}\right], \\
& P_{ \pm}= \pm(1 / \sqrt{ } 3[1 \pm(2 / \sqrt{ } 3)(F \cdot \pi)](F \cdot \pi) . \tag{5.31}
\end{align*}
$$

The corresponding coefficients in the expression of Eq. (5.25) for $e^{i \theta(F \cdot \pi)}$ are

$$
\begin{align*}
& A_{1}=(2 i / \sqrt{ } 3) \sin (\theta \sqrt{ } 3 / 2), \\
& A_{2}=\frac{4}{3}(\cos (\theta \sqrt{ } 3 / 2)-1),  \tag{5.32}\\
& A_{3}=A_{4}=A_{5}=A_{6}=0 .
\end{align*}
$$

As in the $s$-vector case of the triplet representation [see Eq. (5.18)], so here the coefficients $A_{1}$ and $A_{2}$ are such that the matrix $(2 / \sqrt{ } 3)(F \cdot \pi)$ behaves as a member of a three-dimensional representation of an $S U(2)$ subgroup ${ }^{10}$ of $S U(3)$.

## C. The Decuplet

The matrices representing the decuplet are given by the $B_{i}$ of Eqs. (4.1)-(4.3). In general they have ten distinct eigenvalues [see Eqs. (4.12) and (4.13)], and hence there are ten projection operators. In terms of the quantities

$$
\begin{align*}
L & =4(B \cdot \pi)^{3}-3(B \cdot \pi)+\cos \psi \\
M & =4(B \cdot \pi)^{3}-3(B \cdot \pi)-\cos \psi, \\
N & =4(B \cdot \pi)^{3}-9(B \cdot \pi)-(3 \sqrt{3}) \sin \psi,  \tag{5.33}\\
R_{i} & =4 \alpha_{i}(B \cdot \pi)^{2}+4 \alpha_{i}^{2}(B \cdot \pi),
\end{align*}
$$

they are

$$
\begin{aligned}
& P_{0}=L M N /\left(3^{\frac{3}{2}} \sin \psi \cos ^{2} \psi\right), \\
& P_{i}=\frac{(B \cdot \pi)\left(R_{i}+\cos \psi\right) N L}{6 \alpha_{i} \cos \psi\left(4 \alpha_{i}^{3}-\alpha_{i}\right)\left[4 \alpha_{i}^{3}-9 \alpha_{i}-(3 \sqrt{ } 3) \sin \psi\right]}, \\
& \quad i=1,3,5,
\end{aligned}
$$

$$
\begin{align*}
& P_{j}=\frac{(B \cdot \pi)\left(\cos \psi-R_{j}\right) M N}{6 \alpha_{j} \cos \psi\left(4 \alpha_{j}^{3}-\alpha_{j}\right)\left[4 \alpha_{j}^{3}-9 \alpha_{j}-(3 \sqrt{ } 3) \sin \psi\right]}, \\
& j=2,4,6, \\
& P_{k} \quad \begin{array}{r}
(B \cdot \pi)\left[R_{k}+(3 \sqrt{ } 3) \sin \psi\right] L M \\
=\frac{\left(4 \alpha_{k}\left(4 \alpha_{k}^{3}-3 \alpha_{k}\right)\left(4 \alpha_{k}^{3}-3 \alpha_{k}+\cos \psi\right)\left(4 \alpha_{k}^{3}-3 \alpha_{k}-\cos \psi\right)\right.}{k=7,8,9 .}
\end{array},
\end{align*}
$$

When $\pi$ is an $s$-vector, there are seven distinct eigenvalues, namely $0, \pm \frac{1}{2}, \pm 1, \pm \frac{3}{2}$, and the corresponding projection operators are

$$
\begin{gather*}
P_{0}=\left(-\frac{16}{9}\right)\left[(B \cdot \pi)^{2}-\frac{1}{4}\right]\left[(B \cdot \pi)^{2}-1\right] \\
\times\left[(B \cdot \pi)^{2}-\frac{9}{4}\right], \\
P_{ \pm \frac{1}{2}}=\frac{4}{3}\left(B \cdot \pi \pm \frac{1}{2}\right)(B \cdot \pi)\left[(B \cdot \pi)^{2}-1\right] \\
\times\left[(B \cdot \pi)^{2}-\frac{9}{4}\right], \\
P_{ \pm 1}=\left(-\frac{s}{15}\right)(B \cdot \pi \pm 1)(B \cdot \pi)\left[(B \cdot \pi)^{2}-\frac{1}{4}\right]  \tag{5.35}\\
\\
\times\left[(B \cdot \pi)^{2}-\frac{9}{4}\right], \\
P_{ \pm 2 \frac{1}{2}}=\frac{4}{45}\left(B \cdot \pi \pm \frac{3}{2}\right)(B \cdot \pi)\left[(B \cdot \pi)^{2}-\frac{1}{4}\right] \\
\times\left[(B \cdot \pi)^{2}-1\right] .
\end{gather*}
$$

In the case of a $q$-vector, the only distinct eigenvalues of $(B \cdot \pi)$ are $0, \pm \frac{1}{2} \sqrt{3},-\sqrt{ } 3$, and the appropriate projection operators are

$$
P_{0}=(-4 / 3 \sqrt{3})\left[(B \cdot \pi)^{2}-\frac{3}{4}\right][(B \cdot \pi)+\sqrt{3}],
$$

$P_{ \pm 13} 3=(4 / 9 \sqrt{ } 3)\left(B \cdot \pi \pm \frac{1}{2} \sqrt{ } 3\right)(B \cdot \pi)[(B \cdot \pi)+\sqrt{ } 3]$,

$$
\begin{equation*}
P_{-\sqrt{ } 3}=(-4 / 9 \sqrt{ } 3)(B \cdot \pi)\left[(B \cdot \pi)^{2}-\frac{3}{4}\right] . \tag{5.36}
\end{equation*}
$$

From the general expansion

$$
\begin{equation*}
e^{i \theta(B \cdot \pi)}=\sum_{l} P_{l}(B \cdot \pi) e^{i \theta_{l} l}, \tag{5.37}
\end{equation*}
$$

we can express the transformation matrix as a polynomial in $(B \cdot \pi)$ :

$$
\begin{equation*}
e^{i \theta(B \cdot \pi)}=1+\sum_{n} A_{n}(\theta)(B \cdot \pi)^{n} . \tag{5.38}
\end{equation*}
$$

In general the polynomial is of the ninth degree [see Eq. (5.34)], but it reduces to the sixth degree when $\pi$ is an $s$-vector and to the third degree when $\pi$ is a $q$-vector;

$$
\begin{align*}
A_{n}=0 \text { for } & n \geq 10, \\
& n \geq 7, \quad \pi \text { in general } s \text {-vector }  \tag{5.39}\\
& n \geq 4, \quad \pi \text { a } q \text {-vector }
\end{align*}
$$

The specific formulas for the $A_{n}$ can be obtained by comparing Eqs. (5.37) and (5.38); they are very complicated and so we shall not quote them here.
The conjugate ten-dimensional representation ( $\overline{10}$ ) is described by the $\bar{B}_{i}$ matrices of Eqs. (4.19) and
(4.20). Its eigenvalues are opposite in sign from those of the (10) representation. In all cases, the appropriate projection operators for the $(\overline{10})$ can be obtained from those of the (10) by means of the substitution

$$
\begin{gather*}
(B \cdot \pi) \rightarrow-(\bar{B} \cdot \pi) \\
\alpha_{k} \rightarrow-\bar{\alpha}_{k} \tag{5.40}
\end{gather*}
$$

where $\bar{\alpha}_{k}=-\alpha_{k}$.

## 6. DISCUSSION

We have now completed the task of finding explicit forms for finite transformations in the triplet, octet, and decuplet representations of $S U(3)$. The projection operator method we have used is a general one which can, in principle, be applied to all representations. In practice the main problem associated with the method is that of finding the characteristic equations in the various representations.

We believe that the device we used to obtain the characteristic equation of the ten-dimensional representation can be extended to all other triangular representations ${ }^{9}$; however, because we have to consider tensors of higher and higher rank, the complexity of the device probably increases very quickly. As far as other types of representation are concerned, we are not sure what general tricks are available.

Throughout our analysis we have separated the $s$ - and $q$-vector cases from the general one. In both instances multiple eigenvalues appear, and we have to turn from the general characteristic equation to the reduced one in which no root appears more than once. It is possible, however, to pass from the general case to the $s$ - and $q$-vector by means of careful limiting procedures. The rules are that if $\alpha$ is a single root of $M \cdot \pi$ and $\beta$ is an $n$-tuple root, then $(M \cdot \pi-\beta)^{n} \mid$ $(\alpha-\beta)^{n}$ should be replaced by $(M \cdot \pi-\beta) /(\alpha-\beta)$ and $(M \cdot \pi-\beta)^{n-1} /(\beta-\beta)^{n-1}$ by $1 / n$. The reason for using $1 / n$ in the second case is that there are formally $n$ projection operators for $\beta$ when it becomes
an $n$-tuple root. The validity of these rules is easy to demonstrate as long as the reduced characteristic equation is satisfied.

Finally we note that the projection operator method can be used for many other groups besides $S U(3)$. In fact the $s$-vector case of $(\lambda \cdot \pi)$ [see Eqs. (5.11) and (5.13)] and the $q$-vector case of $(F \cdot \pi)$ [see Eqs. (5.25) and (5.32)] are simple examples of its use for $S U(2)$. The method is probably a good one to start with for any group, but it may not be the best in all cases.

Note added in proof: Y. Lehrer-Ilamed [Proc. Cambridge Phil. Soc. 60, 61 (1964)] has given a general formula expressing any function $f(A)$ as a polynomial in the matrix $A$ with coefficients determined by the eigenvalues of $A$. He applied the formula to finite $S U(2)$ transformations. The author is grateful to Dr. Y. Dothan for drawing his attention to the work of Lehrer-Ilamed. For other methods for dealing with finite $S U(3)$ transformations, see $\mathrm{D} . \mathrm{F}$. Holland [J. Math. Phys. 10, 531 (1969)] and references contained therein.
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#### Abstract

We discuss the restrictions imposed on a spin- 2 meson theory when the source is related to the stress tensor. We consider a spin-2 meson theory with a field-source identity, which postulates that the traceless part of the stress tensor is proportional to the irreducible part of the spin-2 meson field. We examine the consequences of imposing the field-source identity and Lorentz covariance on the spin-2 meson theory. We show that the field-source identity determines the parts of the singular terms in the stress-tensor equal-time commutation relations which are the most singular in the coupling strength $g$. It further requires that some of the singular terms be $q$-numbers. We obtain the constraints imposed on the field-dependence of the source $J_{\mu \nu}(x)$ by the field-source identity and the Lorentz covariance conditions. We show that as a consequence of some of these, the interaction term $g J_{\mu \nu}(x)$ must be nonlinear in the coupling strength $g$.


## 1. INTRODUCTION

In an earlier paper we have discussed the general noncommutation and field-dependence requirements on the source of a spin-2 field when the source is assumed to be divergenceless. The physically most interesting divergenceless second-rank symmetric tensor is the stress tensor, and accordingly it is of interest to examine the restrictions on the theory when the source of the spin-2 field is related to the stress tensor.

We have elsewhere ${ }^{1}$ discussed how the hypothesis of the tensor-meson dominance ${ }^{2}$ of the matrix elements of the stress tensor may be expressed in a field theory by a field-source identity in a manner analogous to the field-current identity ${ }^{3}$ that has been postulated for expressing the hypothesis of vector-meson dominance ${ }^{4}$ of the matrix elements of the electromagnetic current. For a theory with one neutral spin-2 meson, the fieldsource identity takes the form

$$
\begin{equation*}
\Theta_{\mu v}(x)=\left(m^{2} / g\right)\left[U_{\mu v}(x)-\eta_{\mu v} u(x)\right], \tag{1.1}
\end{equation*}
$$

where $\Theta_{\mu \nu}(x)$ is the stress tensor, $u(x)$ is the trace $U_{\sigma}{ }^{\sigma}$, and $U_{\mu v}(x)$ is the renormalized field operator for a neutral spin-2 field with mass $m$. The coupling strength $g$ is defined by taking the source of the spin- 2 field to be $g J_{\mu \nu}$, with a suitable normalization of the source $J_{\mu \nu}$, as discussed in Ref. 1.

In a spin-2 meson theory with a field-source identity, the source of the spin- 2 field is also closely related to the stress tensor; the relation between their matrix elements has been discussed in Ref. 1. In this paper, we examine what restrictions are imposed on such a theory by the requirements of Lorentz covariance, in addition to the general field dependence and noncommutation requirements discussed earlier. ${ }^{5}$ The restrictions imposed by Lorentz covariance on
the spin- 2 meson theory are taken into account by considering the equal-time commutation relations (ETCR's) among the components of the stress tensor. ${ }^{6.7}$ The general form of the stress-tensor ETCR consistent with Poincaré invariance and locality has been discussed by Boulware and Deser. ${ }^{7,8}$

We obtain the following results:
(1) The field-source identity determines the parts of the singular terms in the stress-tensor ETCR's which are $c$-numbers and which are the most singular in the coupling constant $g$.
(2) Because of the field-source identity, it is necessary that some of the singular terms in the stresstensor ETCR's be $q$-numbers.
(3) The field-source identity and the stress-tensor ETCR's impose explicit constraints on the nature of the field dependence of the source density $J_{\mu \nu}(x)$ in the field equations for the neutral spin- 2 meson.
(4) As a consequence of some of these constraints, the interaction term $g J_{\mu \nu}(x)$ for the spin- 2 field must be nonlinear in the coupling strength $g$.

The first result is analogous to the result following from the field-current identity in a vector-meson theory, where the identity determines the singular terms in the ETCR's among the vector currents. ${ }^{9}$
The most important restrictions on the theory are those imposed by Lorentz covariance, expressed by the stress-tensor ETCR's stated in Sec. 2. The constraints on the field dependence of the source which follow from the covariance conditions and the fieldsource identity are discussed in Sec. 2.

On requiring the Jacobi identity to hold for the double commutators of the source $J_{\mu \nu}$ and the dynamical variables of the spin-2 field, strong restrictions are imposed on the operator nature of the singular
terms in the stress-tensor ETCR's. These are discussed in Sec. 3. In Sec. 4, we show that the restrictions following from the field-source identity and the Lorentz covariance conditions imply that the source $g J_{\mu v}$ of the spin-2 field must be nonlinear in the coupling strength $g$. This is interesting because it shows the essentially nonlinear nature of a theory in which the source is related to the stress tensor. A familiar example of this is theory of the gravitational field. ${ }^{10}$

In Sec. 5 we verify that the source $J_{\mu \nu}$ of the spin2 field obeys certain requirements, which follow from the recent work of Orzalesi, Sucher, and Woo, ${ }^{11}$ and Divgi and Woo. ${ }^{12}$ In Sec. 6, we briefly summarize our conclusions.

## 2. CONSTRAINTS IMPOSED BY COVARIANCE CONDITIONS AND FIELD-SOURCE IDENTITY

The conditions imposed on a field theory by Lorentz covariance, as expressed by the ETCR's among the components of the stress tensor, are the following ${ }^{7,8}$ :

$$
\begin{align*}
i\left[\Theta_{00}(x),\right. & \left.\Theta_{00}(y)\right]_{x_{0}=y_{0}} \\
= & {\left[\Theta_{0 k}(x)+\Theta_{0 k}(y)\right] } \\
& \times \partial_{k} \delta(x-y)+\omega_{00,00}(x, y),  \tag{2.1}\\
i\left[\Theta_{00}(x),\right. & \left.\Theta_{0 k}(y)\right]_{x_{0}=y_{0}} \\
= & {\left[\Theta_{k l}(x)+\Theta_{00}(y) \eta_{k l}\right] } \\
& \times \partial_{l} \delta(x-y)+\omega_{00,0 k}(x, y),  \tag{2.2}\\
i\left[\Theta_{00}(x),\right. & \left.\Theta_{k l}(y)\right]_{x_{0}=y_{0}} \\
= & {\left[-\partial_{0} \Theta_{k l}(x)+\Theta_{0 k}(y) \partial_{l}+\Theta_{01}(y) \partial_{k}\right] } \\
& \times \delta(x-y)+\omega_{00, k l}(x, y),  \tag{2.3}\\
i\left[\Theta_{0 k}(x),\right. & \left.\Theta_{0 l}(y)\right]_{x_{0}=y_{0}} \\
= & {\left[\Theta_{0 l}(x) \partial_{k}+\Theta_{0 k}(y) \partial_{l}\right] } \\
& \times \delta(x-y)+\omega_{0 k, 0 l}(x, y),  \tag{2.4}\\
i\left[\Theta_{0 k}(x),\right. & \left.\Theta_{m n}(y)\right]_{x_{0}=\eta_{0}} \\
= & {\left[\Theta_{m n}(x) \eta_{k l}-\Theta_{m l}(x) \eta_{n k}-\Theta_{n l}(y) \eta_{m k}\right] } \\
& \times \partial_{l} \delta(x-y)+\omega_{0 k, m n}(x, y) . \tag{2.5}
\end{align*}
$$

Here, the operators $\omega_{00,00}$, etc., are subject to the following constraints, as a result of the commutation relations (CR's) among the generators of the Poincaré group:

$$
\begin{equation*}
\text { (a) } \quad \int d^{3} x \omega \cdots(x, y)=0 \tag{2.6}
\end{equation*}
$$

for the singular term $\omega \cdots$ occurring in each of the equations (2.1)-(2.5),
(b) $\left\langle\omega_{00,00}\right\rangle=0=\left\langle\omega_{00, k l}\right\rangle=\left\langle\omega_{0 k, 0 l}\right\rangle$,
(c) $\quad \omega_{00,00}(x, y)=-\omega_{00,00}(y, x)$,

$$
\begin{equation*}
\omega_{0 k, 0 m}(x, y)=-\omega_{0 m, 0 k}(y, x) \tag{2.8}
\end{equation*}
$$

(d)

$$
\begin{array}{r}
\int d^{3} x x_{k} \omega_{00,00}(x, y)=0 \\
\int d^{3} x x_{k} \omega_{00,0 m}(x, y)=0 \\
\int d^{3} x x_{k} \omega_{00, m n}(x, y)=0  \tag{2.9}\\
\int d^{3} x\left[x_{k} \omega_{0 l, 0 m}(x, y)-x_{l} \omega_{0 k, 0 m}(x, y)\right]=0 \\
\int d^{3} x\left[x_{k} \omega_{0 l, m n}(x, y)-x_{l} \omega_{0 k, m n}(x, y)\right]=0
\end{array}
$$

Consider a theory with only one neutral tensor meson, with the quantum numbers of the vacuum. The field-source identity

$$
\begin{equation*}
\Theta_{\mu v}(x)=\frac{m^{2}}{g}\left[U_{\mu v}(x)-\eta_{\mu v} u(x)\right], \tag{2.10}
\end{equation*}
$$

together with the ETCR's (2.1)-(2.5) and the canonical commutation relations for the spin- 2 field, impose constraints on the structure of the interaction.

To obtain these, we first write down the equations describing a spin-2 field interacting with a divergenceless source $J_{\mu v}(x)$ :

$$
\begin{gather*}
\partial_{\rho} \Pi_{\mu v}^{\rho}-\frac{1}{2}\left(\partial_{\mu} \Pi_{v}+\partial_{\nu} \Pi_{\mu}\right)-\frac{1}{2} \eta_{\mu v} \partial_{\lambda}\left(\tilde{\Pi}_{\lambda}-\Pi_{\lambda}\right) \\
=\frac{1}{2} m^{2}\left(U_{\mu \nu}-\eta_{\mu \nu} u\right)-\frac{1}{2} g J_{\mu \nu},  \tag{2.11}\\
\left(\Pi_{\lambda}^{\nu}{ }^{\mu}-\frac{1}{2} \delta_{\lambda}^{\mu} \widetilde{\Pi}^{v}\right)+\left(\Pi_{\lambda}^{\mu}{ }^{v}-\frac{1}{2} \delta_{\lambda}^{v} \widetilde{\Pi}^{v}\right)-\eta^{\mu v} \Pi_{\lambda} \\
=\partial_{\lambda} W^{\mu \nu}-\frac{1}{2} \delta_{\lambda}^{\mu}\left(\partial_{\sigma} W^{v \sigma}\right)-\frac{1}{2} \delta_{\lambda}^{\nu}\left(\partial_{\sigma} W^{\mu \sigma}\right),  \tag{2.12}\\
\partial^{\mu} J_{\mu v}=0 . \tag{2.13}
\end{gather*}
$$

These lead to the following equations:

$$
\begin{gather*}
\partial^{\mu}\left(U_{\mu v}-\eta_{\mu v} u\right)=0  \tag{2.14}\\
\Pi_{\mu v}^{\lambda}=\frac{1}{2}\left(\partial_{\mu} U_{\lambda \nu}+\partial_{v} U_{\lambda \mu}-\partial_{\lambda} U_{\mu v}\right)  \tag{2.15}\\
u=\frac{-g}{3 m^{2}} j, \quad j \equiv J_{\sigma}^{\sigma}  \tag{2.16}\\
\left(\square^{2}+m^{2}\right) U_{\mu v}-\left(\partial_{\mu} \partial_{v}+m^{2} \eta_{\mu v}\right) u=g J_{\mu v} \tag{2.17}
\end{gather*}
$$

In the above $\eta_{\mu \nu}$ denotes the Minkowski metric, ( $1,-1,-1,-1$ ), and $u \equiv U_{\sigma}^{\sigma}$.

Choosing the dynamical variables to be

$$
\begin{equation*}
U_{k l}^{T}=U_{k l}-\frac{1}{3} \eta_{k l} U_{m m}, \tag{2.18}
\end{equation*}
$$

and the momentum $\pi_{k l}$ conjugate to $U_{k i l}{ }^{T}$,
$\pi_{k l}=-2 I \Pi_{i j}^{0}+2\left(\nabla^{2}-\frac{3}{2} m^{2}\right)^{-1}\left(\partial_{k} \partial_{l}-\frac{1}{2} m^{2} \eta_{k l}\right) I 1^{0}{ }_{m m}$,
we may express the other components of $U_{\mu \nu}$ as follows:

$$
\begin{gather*}
U_{m m}=\left(\frac{2}{3} \nabla^{2}-m^{2}\right)^{-1}\left[\left(\partial \partial U^{T}\right)-g J_{00}\right],  \tag{2.20}\\
U_{k 0}=-\frac{1}{m^{2}}(\partial \pi)_{k}+\frac{2}{3 m^{4}} \partial_{k}(\partial \partial \pi) \\
\quad+\frac{g}{m^{2}}\left(J_{0 k}-\frac{2}{3 m^{2}} \partial_{k} \partial_{m} J_{0 m}\right),  \tag{2.21}\\
U_{00}=\left(\frac{2}{3} \nabla^{2}-m^{2}\right)^{-1}\left[\left(\partial \partial U^{T}\right)-g J_{00}\right]-\frac{g}{3 m^{2}} j \tag{2.22}
\end{gather*}
$$

Here $j$ denotes the trace $J_{\sigma}{ }^{\sigma}$, and we have used the notation

$$
\begin{gather*}
(\partial \pi)_{k} \equiv \partial^{l} \pi_{k l}, \quad(\partial \partial \pi) \equiv \partial^{k} \partial^{l} \pi_{k l} \\
\left(\partial \partial U^{T}\right) \equiv \partial^{k} \partial^{l} U_{k l}{ }^{T} \tag{2.23}
\end{gather*}
$$

We substitute the field-source identity in the relations (2.1)-(2.5) and re-express the results in terms of the dynamical variables. The relation (2.2), for instance, leads to the following relation:

$$
\begin{align*}
i\left[D^{-1} \partial \partial U^{T}\right. & \left.(\mathbf{x}), D^{-1} J_{00}(\mathbf{y})\right]+i\left[D^{-1} J_{00}(\mathbf{x}), D^{-1} \partial \partial U^{T}(\mathbf{y})\right] \\
& -g i\left[D^{-1} J_{00}(\mathbf{x}), D^{-1} J_{00}(\mathbf{y})\right] \\
= & \left(1 / m^{4}\right)\left[\tilde{\pi}_{k}(x)+\tilde{\pi}_{k}(y)\right] \partial^{k} \delta(x-y) \\
& -\left(g / m^{4}\right)\left[\mathcal{F}_{k}(x)+\tilde{J}_{k}(y)\right] \partial^{k} \delta(x-y) \\
& -\left(g / m^{4}\right) \omega_{00,00}(x, y) \tag{2.24}
\end{align*}
$$

Here $D$ denotes the operator

$$
\begin{equation*}
D=\left(\frac{2}{3} \nabla^{2}-m^{2}\right) \tag{2.25}
\end{equation*}
$$

and we have introduced the notation

$$
\begin{align*}
& \tilde{\pi}_{k} \equiv(\partial \pi)_{k}-\left(2 / 3 m^{2}\right) \partial_{k}(\partial \partial \pi)  \tag{2.26}\\
& \tilde{\gamma}_{k} \equiv J_{0 k}-\left(2 / 3 m^{2}\right) \partial_{k} \partial_{l} J_{0 l} \tag{2.27}
\end{align*}
$$

When the source density $J_{\mu \nu}(x)$ is nonsingular in the coupling strength $g$, then (2.24) implies the following relation:

$$
\begin{align*}
& i\left[\partial \partial U^{T}(x), J_{00}^{(0)}(y)\right]+i\left[J_{00}{ }^{(0)}(x), \partial \partial U^{T}(y)\right] \\
& \quad=D(x) D(y)\left\{\left(1 / m^{4}\right)\left[\tilde{\pi}_{k}(x)+\tilde{\pi}_{k}(y)\right] \partial_{k} \delta(x-y)\right. \\
& \left.\quad-\left(1 / m^{4}\right) \bar{\omega}_{00,00}(x, y)\right\} . \tag{a}
\end{align*}
$$

Here, $\bar{\omega}_{00,00}(x, y)$ denotes the coefficient in possible terms in $\omega_{00,00}(x, y)$ of order $1 / g$ :
and ${ }^{13}$

$$
\begin{gather*}
\omega_{00,00}=(1 / g) \bar{\omega}_{00,00}+\omega_{00,00}^{(0)}+O(g)  \tag{2.28}\\
J_{\mu \nu}^{(0)}(x)=\left[J_{\mu v}(x)\right]_{g=0} \tag{2.29}
\end{gather*}
$$

The relations obtained similarly from (2.2)-(2.5) are the following:

$$
\begin{align*}
& \omega_{00,0 k}^{S}(x, y)=-\left(2 / 3 g^{2}\right) \nabla^{2} \partial_{k} \delta(x-y)  \tag{b1}\\
& i\left[\partial \partial U_{T}, \tilde{\gamma}_{k}^{(0)}\right]+i\left[J_{00}^{(0)}, \tilde{\pi}_{k}\right] \\
&= D(x)\left\{U_{k l}^{T}(x) \partial_{l} \delta(x-y)\right. \\
&+\frac{1}{3}\left[D^{-1} \partial \partial U_{T}(x)\right] \partial_{k} \delta(x-y) \\
&+\left[D^{-1} \partial \partial U_{T}(y)\right] \partial_{k} \delta(x-y) \\
&\left.+\left(1 / m^{2}\right) \bar{\omega}_{00,0 k}(x, y)\right\} \tag{b2}
\end{align*}
$$

$$
\begin{align*}
& i\left[\partial \partial U^{T}(\mathbf{x}), j^{(0)}(\mathbf{y})\right] \\
& =\left(1 / m^{2}\right) D(x)\left(\left\{\left[\tilde{\pi}_{k}(x)-\tilde{\pi}_{k}(y)\right] \partial_{k}\right.\right. \\
& \left.-\left(1 / m^{2}\right) D \partial \partial \pi(x)\right\} \delta(x-y) \\
& \left.-\left\{\bar{\omega}_{00, u l}(x, y)-\bar{\omega}_{00,00}(x, y)\right\}\right),  \tag{c1}\\
& i\left[J_{00}^{(0)}(\mathbf{x}), U_{m n}{ }^{T}(\mathbf{y})\right] \\
& =\left(1 / m^{2}\right) D(x)\left\{\pi_{m n}(x)-\left(1 / m^{2}\right)\left[\partial_{m} \tilde{\pi}_{n}(x)\right.\right. \\
& +\partial_{n} \tilde{\pi}_{m}(x)-\frac{2}{3} \eta_{m n} \partial_{l} \tilde{\pi}_{l}(x) \\
& -\tilde{\pi}_{m}(y) \partial_{n}-\tilde{\pi}_{n}(y) \partial_{m}+\frac{2}{3} \eta_{m n} \tilde{\pi}_{l}(y) \partial_{l} \\
& \left.\left.+\left(2 / 3 m^{2}\right)\left(\partial_{m} \partial_{n}-\frac{1}{3} \eta_{m n} \nabla^{2}\right) \partial \partial \pi(x)\right]\right\} \\
& \times \delta(x-y)-\left(1 / m^{2}\right) D(x) \bar{\omega}_{00, m n}{ }^{T}(x, y),  \tag{c2}\\
& i\left[\mathcal{g}_{k}^{(0)}(\mathbf{x}), \tilde{\pi}_{l}(\mathbf{y})\right]+i\left[\tilde{\pi}_{k}(\mathbf{x}), \mathscr{\gamma}_{l}^{(0)}(\mathbf{y})\right] \\
& =\left[\tilde{\pi}_{l}(x) \partial_{k}+\tilde{\pi}_{k}(y) \partial_{l}\right] \delta(x-y)-\bar{\omega}_{0 k, 0 m}(x, y),  \tag{d}\\
& \omega_{0 k, m n}{ }^{s}(x, y) \\
& =\left(m^{2} / g^{2}\right)\left[\frac{1}{2}\left(\eta_{k m} \partial_{n}+\eta_{k n} \partial_{m}-\frac{2}{3} \eta_{m n} \partial_{k}\right) \delta(x-y)\right. \\
& \left.-\left(2 / 3 m^{2}\right) \partial_{m} \partial_{n} \partial_{k} \delta(x-y)\right],  \tag{el}\\
& i\left[\tilde{\gamma}_{k}^{(0)}(\mathbf{x}), \partial \partial U^{T}(\mathbf{y})\right]+i\left[\tilde{\pi}_{k}(\mathbf{x}), J_{00}(\mathbf{y})\right] \\
& -\left(1 / 3 m^{2}\right)\left[\tilde{\pi}_{k}(\mathbf{x}), D j(\mathbf{y})\right] \\
& =D(y)\left(\left\{D^{-1} \partial \partial U^{T}(x) \partial_{k}\right.\right. \\
& \left.-2\left[U_{k l}{ }^{T}(y)+\frac{1}{3} \eta_{k l} D^{-1} \partial \partial U^{T}(y)\right] \partial_{l}\right\} \delta(x-y) \\
& \left.+\left(1 / m^{2}\right) \bar{\omega}_{0 k, l l}(x, y)\right), \tag{e2}
\end{align*}
$$

and

$$
\begin{align*}
i\left[\mathcal{y}_{k}^{(0)}(\mathbf{x}),\right. & \left.U_{m n}{ }^{T}(\mathbf{y})\right] \\
= & U_{m n}^{T}(x) \partial_{k l} \delta(x-y) \\
& -\left\{\eta_{n k}\left[U_{m l}^{T}(y)+\frac{1}{3} \eta_{m l} D^{-1} \partial \partial U^{T}(y)\right]\right. \\
& +\eta_{m k}\left[U_{n l}{ }^{T}(y)+\frac{1}{3} \eta_{n l} D^{-1} \partial \partial U^{T}(y)\right] \\
& \left.-\frac{2}{3} \eta_{m n}\left[U_{k l}^{T}(y)+\frac{1}{3} \eta_{k l} D^{-1} \partial \partial U^{T}(y)\right]\right\} \\
& \times \partial_{l} \delta(x-y)+\left(1 / m^{2}\right) \bar{\omega}_{0 k, m n} T^{T}(x, y) \tag{e3}
\end{align*}
$$

The notation used in the above equations is as follows. $\omega_{00,0 k}^{s}$ is the part of $\omega_{00,0 k}$ which is the most singular in $g$, while $(1 / g) \bar{\omega}_{00,0 k}$ is the part which behaves as $g^{-1}$. Similarly for $\omega_{0 k, m n}^{s}$ and $\bar{\omega}_{0 k, m n}$. Writing explicitly, we have
$\omega_{00,0 k}=\left(1 / g^{2}\right)\left[g^{2} \omega_{00,0 k}^{s}\right]+(1 / g) \bar{\omega}_{00,0 k}$

+ a part regular in $g$, etc.
In obtaining the relations following from (2.2) and (2.5), we have used the canonical commutation relations for the spin-2 field:

$$
\begin{equation*}
i\left[U_{k l}^{T}(x), \pi_{m n}(y)\right]_{x_{0}=y_{0}}=\delta_{k l, m n}^{T} \delta(x-y) \tag{2.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{k l, m n}^{T} \equiv \frac{1}{3}\left(\eta_{k m} \eta_{l n}+\eta_{k n} \eta_{l m}-\frac{2}{3} \eta_{k l} \eta_{m n}\right) \tag{2.32}
\end{equation*}
$$

The results (b1) and (el) tell us that in the singular terms $\omega_{00,0 k}$ and $\omega_{0 k, m n}$ in the stress-tensor ETCR's (2.2) and (2.5), the parts most singular in $g$ are $c$ numbers. We note that the trace (in $m, n$ ) of this $c$ number part of $\omega_{0 k, m n}$ is equal to the corresponding
$c$-number part of $\omega_{00,0 k}$ :

$$
\begin{equation*}
\omega_{0 k, m m}{ }^{S}(x, y)=\omega_{00,0 k} S^{S}(x, y) \tag{2.33}
\end{equation*}
$$

This is a consequence of (2.2) and (2.5) and the Lorentz transformation properties of $\langle 0|\left[\theta_{\mu v}(x)\right.$, $\left.\theta_{\lambda \sigma}(y)\right]|0\rangle$.
The relations (a), (b2), (c1), (c2), (d), (e2), and (e3) express constraints on the structure of the $g$-independent parts of the source $J_{\mu \nu}$. For instance, the relations (a), (cl), and (c2) imply that $J_{00}(x)$ and $j(x)$ must depend on the canonical momentum variable $\pi_{k l}(x)$. These constraints are in addition to the restrictions imposed because $J_{\mu v}$ has zero divergence; the latter have been discussed in Ref. 1.

## 3. CONSTRAINTS IMPOSED BY THE JACOBI IDENTITY

In the last section, we have obtained a number of constraints on the source density $J_{\mu \nu}$ in the form of relations for the commutators of components of $J_{u v}$ with the dynamical variables $U_{m n}{ }^{T}$ and $\pi_{m n}$. Since the dynamical variables themselves satisfy the canonical commutation relations (CCR's), the Jacobi identity for double commutators will impose consistency conditions. We examine these in this section.
There are three independent constraints arising from Jacobi identities applied to the commutator constraints obtained in Sec. 3. First, consider the relations (b2), (c2), and (e3), and the CCR's. The CCR's are given by (2.31) and the vanishing of [ $U_{m n}{ }^{T}(x)$, $\left.U_{k l}{ }^{\prime}(y)\right]$ and $\left[\pi_{k}(x), \pi_{l}(y)\right]$ at equal times.

From (e3), we may obtain an expression for the equal-time commutator (ETC)

$$
\begin{equation*}
i\left[\partial \partial U^{T}, \mathscr{J}_{k}^{(0)}\right] . \tag{3.1}
\end{equation*}
$$

Using this together with (b2) gives an expression for the ETC

$$
\begin{equation*}
i\left[J_{00}^{(0)}, \tilde{\pi}_{k}\right] \tag{3.2}
\end{equation*}
$$

The relation (c2) gives an expression for the ETC

$$
\begin{equation*}
i\left[J_{00}^{(0)}, U_{m n}^{T}\right] \tag{3.3}
\end{equation*}
$$

while the CCR gives the ETC

$$
\begin{equation*}
i\left[\tilde{\pi}_{k}, U_{m n}^{T}\right] \tag{3.4}
\end{equation*}
$$

which is a $c$ number.
The Jacobi identity for the triple commutators of the operators $\tilde{\pi}_{k}, U_{m n}{ }^{T}$, and $J_{00}$ then leads to the following relation:

$$
\begin{align*}
{\left[U_{m n}^{T}(\mathbf{z}),\left\{D(x) \bar{\omega}_{00.0 k}(\mathbf{x}, \mathbf{y})+\partial_{l} \partial_{j} \bar{\omega}_{0 k, l j}{ }^{T}(\mathbf{y}, \mathbf{x})\right\}\right] } \\
+\left[\tilde{\pi}_{k}(y), D(x) \bar{\omega}_{00, m n}(\mathbf{z}, \mathbf{x})\right]=0 . \tag{f}
\end{align*}
$$

This gives a constraint on the operator character of the singular terms $\omega_{00,0 k}, \omega_{0 k, l j}{ }^{T}$, and $\omega_{00, m n}{ }^{T}(z, x)$ occurring in the stress-tensor ETCR. Thus (f) is consistent with the two functions

$$
\begin{equation*}
\bar{\omega}_{00, m n}{ }^{T}(z, x) \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{D(x) \bar{\omega}_{00.0 k}(x, y)+\partial_{l} \partial_{j} \bar{\omega}_{0 k, l j}^{T}(y, x)\right\} \tag{3.6}
\end{equation*}
$$

both being $c$ numbers. In a model in which this is true, we would have the additional restriction that

$$
\begin{equation*}
\bar{\omega}_{00, m n}{ }^{T}(z, x)=0, \tag{3.7}
\end{equation*}
$$

since the vacuum expectation value (VEV) of $\omega_{00, m n}$ must vanish, which follows from (2.3). We stress that (f) does not necessarily require (3.5) and (3.6) to be $c$ numbers; however, the latter may be true in a particular model.
In a manner similar to the above, we may start with the relations (b2), (cl), and (e2), and the CCR; the Jacobi identity for the operators

$$
\begin{equation*}
j(y), \quad \tilde{\pi}_{n}(x), \quad \text { and } \quad \partial \partial U^{T}(z) \tag{3.8}
\end{equation*}
$$

then leads to the constraint

$$
\begin{align*}
{\left[\tilde{\pi}_{k}(\mathbf{x}), D(\mathbf{z})\right.} & \left.D(\mathbf{y})\left\{\bar{\omega}_{00 . l l}(\mathbf{z}, \mathbf{y})-\bar{\omega}_{00,00}(\mathbf{z}, \mathbf{y})\right\}\right] \\
& -3 m^{2}\left[\partial \partial U_{T}(\mathbf{z}), D(\mathbf{y})\right. \\
& \left.\times\left\{\bar{\omega}_{0 k, m m}(\mathbf{y}, \mathbf{x})+\bar{\omega}_{00,0 k}(\mathbf{y}, \mathbf{x})\right\}\right]=0 \tag{g}
\end{align*}
$$

Again, the constraint ( g ) would be consistent with the quantities
and

$$
\begin{equation*}
\left\{\bar{\omega}_{00, l u}(z, x)-\bar{\omega}_{00,00}(z, x)\right\} \tag{3.9}
\end{equation*}
$$

$$
\begin{equation*}
\left\{\bar{\omega}_{0 k, m m}(x, y)+\bar{\omega}_{00,0 k}(y, x)\right\} \tag{3.10}
\end{equation*}
$$

being $c$ numbers. In a model in which this is true, (3.9) would further imply that

$$
\begin{equation*}
\bar{\omega}_{00, l l}(z, x)=\bar{\omega}_{00,00}(z, x) . \tag{3.11}
\end{equation*}
$$

Note that each term in (3.11) must be a $q$ number or zero, since it has a vanishing VEV.

Finally, we consider the relations (d) and (e3) and the CCR. Using these and the Jacobi identity for the operators

$$
\begin{equation*}
\tilde{f}_{m}, \quad \tilde{\pi}_{n}, \quad \text { and } \quad U_{k l}^{T}, \tag{3.12}
\end{equation*}
$$

we obtain the following constraint:

$$
\begin{align*}
& i\left[U_{m n}{ }^{T}(\mathbf{y}), \bar{\omega}_{0 k, 0 l}(\mathbf{x}, \mathbf{y})\right]+\left(i / m^{2}\right)\left[\tilde{\pi}_{l}(\mathbf{z}), \bar{\omega}_{0 k, m n}{ }^{T}(\mathbf{x}, \mathbf{y})\right] \\
& \quad+\left(i / m^{2}\right)\left[\tilde{\pi}_{k}(\mathbf{x}), \bar{\omega}_{0 l, m n}^{T}(\mathbf{z}, \mathbf{y})\right] \\
&=-F_{l m n}(y) \delta(x-y) \partial_{k} \delta(x-z) \\
&-F_{k m n}(y) \delta(z-y) \partial_{l} \delta(x-z) \\
&+\eta_{k r} F_{l m n}(z) \delta(z-x) \partial_{r} \delta(x-y) \\
&+\eta_{l r} F_{k m n}(x) \delta(x-z) \partial_{r} \delta(z-y) \\
&-\left(\eta_{n k} F_{l m r}(z)+\eta_{m k} F_{l n r}(z)-\frac{2}{3} \eta_{m n} F_{l k r}(z)\right. \\
&\left.-\frac{4}{9 m^{2}} \delta_{m n, k r}{ }^{T} \frac{\partial}{\partial z_{l}} \nabla_{z}^{2}\right) \delta(z-y) \partial_{r} \delta(x-y) \\
&-\left(\eta_{n l} F_{k m r}(x)+\eta_{m l} F_{k n r}(x)-\frac{2}{3} \eta_{m n} F_{k l r}(x)\right. \\
&\left.-\frac{4}{9 m^{2}} \delta_{m n, l r}{ }^{T} \frac{\partial}{\partial x_{k}} \nabla_{x}^{2}\right) \delta(x-y) \partial_{r} \delta(z-y) . \tag{h}
\end{align*}
$$

Here we have used the notation

$$
\begin{align*}
F_{l m n}(x)=\delta_{j l, m n}^{T} \frac{\partial}{\partial x_{j}} & -\frac{2}{3 m^{2}} \frac{\partial}{\partial x_{l}} \\
& \times\left(\frac{\partial^{2}}{\partial x_{m} \partial x_{n}}-\frac{1}{3} \eta_{m n} \nabla_{x}^{2}\right) \tag{3.13}
\end{align*}
$$

In contrast to the constraints (f) and (g), the constraint (h) requires that at least one of the singular terms $\omega_{0 k, 0 l}$ and $\omega_{0 k, m n}{ }^{T}$ must have a $q$-number part.

We note that a simple set of assumptions about the operator character of the singular terms in the stresstensor ETCR's that would be consistent with the constraints (f), (g), and (h) (which in turn follow from the covariance conditions and the field-source identity) are that $\bar{\omega}_{00,0 k}$ and $\bar{\omega}_{0 k, m n}{ }^{T}$ are $c$ numbers, $\bar{\omega}_{00, m n}{ }^{T}=$ 0 , while $\bar{\omega}_{00, l l}=\bar{\omega}_{00,00}$ are $q$ numbers (or zero) and $\bar{\sigma}_{0 k, 0 l}$ is a nonvanishing $q$ number.

These are statements only about the parts of the singular terms that are proportional to $1 / \check{g}$. The terms proportional to $1 / g^{2}$ in $\omega_{00,0 k}$ and $\bar{\omega}_{0 k, m n}$ are given by (b1) and (el), while $\bar{\omega}_{00, m n}$ and $\bar{\omega}_{0 k, 0 l}$ have no terms proportional to $1 / g^{2}$. Therefore, the simple assumptions above, if true for $\bar{\omega}_{00,0 k}$, etc., are also true for the parts of $\bar{\omega}_{00,0 k}, \bar{\omega}_{0 k, m n}$, etc., that are singular in $g$. The considerations of this paper do not give any constraints on the parts that are regular in $g$ (apart from the constraints on the VEV's of $\omega_{00,0 k}, \omega_{00, m n}$, etc., that follow directly from the stress-tensor ETCR's).

## 4. NONLINEARITY OF THE SOURCE IN THE COUPLING STRENGTH

We now examine the additional relations that would follow from the stress-tensor ETCR's (2.1)-(2.5) and the field-source identity if the source term $g J_{\mu \nu}$ were linear in the coupling constant $g$, that is, if $J_{\mu \nu}{ }^{(0)}(x)=$ $J_{\mu \nu}(x)$.

For instance, consider the relation (2.24) following from (2.1) and the field-source identity. When $J_{\mu v}(x)=$ $J_{\mu \nu}{ }^{(0)}(x)$, then the terms of order $g$ in (2.24) lead to the relation

$$
\begin{align*}
& i\left[D^{-1} J_{00}(x), D^{-1} J_{00}(y)\right] \\
& =\left(1 / m^{4}\right)\left[\mathscr{Z}_{k}(x)+\mathscr{y}_{k}(y)\right] \partial_{k} \delta(x-y) \\
&  \tag{4.1}\\
& \quad+\left(1 / m^{4}\right) \omega_{00.00}{ }^{(0)}(x, y),
\end{align*}
$$

where $\omega_{00,00}{ }^{(0)}$ is the part of $\omega_{00,00}$ that is independent of $g$.

Similarly, we obtain from (2.1)-(2.5) and the fieldsource identity the following relations [if we assume $\left.J_{\mu \nu}(x)=J_{\mu \nu}{ }^{(0)}(x)\right]$ :

$$
\begin{align*}
& i\left[D^{-1} J_{00}, \mathscr{\gamma}_{k}\right] \\
&= {\left[\frac{1}{3} D^{-1} J_{00}(x)+D^{-1} J_{00}(y)\right] \partial_{k} \delta(x-y) } \\
&-\left(1 / m^{2}\right) \omega_{00,0 k}{ }^{(0)}(x, y), \tag{4.2}
\end{align*}
$$

$$
\begin{aligned}
& i\left[D^{-1} J_{00}, j\right] \\
&=\left(1 / m^{2}\right)\left\{\left[\gamma_{k}(x)-y_{k}(y)\right] \partial_{k}+\frac{1}{3} \partial_{0} j(x)\right. \\
&\left.+m^{-2} D \partial_{l} J_{0 l}(x)\right\} \delta(x-y) \\
&-\left(1 / m^{2}\right)\left[\omega_{00, l l}^{(0)}(x, y)-\omega_{00,00}{ }^{(0)}(x, y)\right]
\end{aligned}
$$

$$
\begin{align*}
0= & \left\{\left[\partial_{m}(y) \partial_{n}+\gamma_{n}(y) \partial_{m}-\frac{2}{3} \eta_{m n} \partial_{k}(y) \partial_{k}\right]\right.  \tag{4.3}\\
& -\left[\partial_{m} J_{0 n}(x)+\partial_{n} J_{0 m}(x)-\frac{2}{3} \eta_{m n} \partial_{k} J_{0 k}(x)\right] \\
& \left.+\left(2 / 3 m^{2}\right)\left(\partial_{m} \partial_{n}-\frac{1}{3} \eta_{m n} \nabla^{2}\right) \partial_{l} J_{0 n}(x)\right\} \delta(x-y) \\
& +\omega_{00, m n}{ }^{(0) T}(x, y), \tag{4.4}
\end{align*}
$$

$$
\begin{aligned}
& i\left[\tilde{\gamma}_{k}(\mathbf{x}), \tilde{\partial}_{l}(\mathbf{y})\right] \\
& \quad=-\left[\tilde{\partial}_{l}(x) \partial_{k}+\tilde{\partial}_{k}(y) \partial_{l}\right] \delta(x-y)-\omega_{0 k, 0 l}{ }^{(0)}(x, y)
\end{aligned}
$$

$$
\begin{equation*}
-i\left[\tilde{\gamma}_{k}, D^{-1} J_{00}\right]+\left(i / m^{2}\right)\left[\tilde{\gamma}_{k}, j\right] \tag{4.5}
\end{equation*}
$$

$$
=-\left[D^{-1} J_{00}(x)-\left(1 / m^{2}\right) j(x)\right] \partial_{k} \delta(x-y)
$$

$$
\begin{align*}
& +2\left[D^{-1} J_{00}(y)-\left(1 / m^{2}\right) j(y)\right] \partial_{k} \delta(x-y) \\
& +\left(1 / m^{2}\right) \omega_{0 k, l l}{ }^{(0)}(x, y) .  \tag{4.6}\\
0=\frac{2}{3} \delta_{m n . k l}{ }^{T}\left[D^{-1} J_{00}(y)\right. & \left.-\left(1 / m^{2}\right) j(y)\right] \partial_{l} \delta(x-y) \\
& +\left(1 / m^{2}\right) \omega_{0 k, m n}{ }^{(0) T}(x, y) . \tag{4.7}
\end{align*}
$$

In the above equations, $\omega_{00, m n}{ }^{(0) T}$ is the traceless part of $\omega_{00, m n}{ }^{(0)}$ (with respect to the indices $m$ and $n$ ), and $\omega_{00, m n}{ }^{(0)}$ is the $g$-independent part of $\omega_{00, m n}$, etc.

The relations (4.4) and (4.7) directly give strong constraints on the singular terms $\omega_{00, m n}{ }^{(0) T}$ and $\omega_{0 k, m n}{ }^{(0) T}$. The Jacobi identities for triple commutators, e.g., those involving $\gamma_{k}, j$, and $J_{00}$, give further restrictions on the singular terms.

Consider (4.7). This directly gives the $g$-independent, traceless (in $m, n$ ) part of the singular term $\omega_{0 k, m n}$ in the stress-tensor ETCR (2.5). It is seen that this expression is consistent with the general requirements on $\omega_{0 k, m n}$.

Next we consider (4.4). The properties (2.6) and (2.9) required of $\omega_{00, m n}(x, y)$ require that

$$
\begin{equation*}
\int d^{3} x \omega_{00, m n}^{(0) T}(x, y)=0 \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\int d^{3} x x^{k} \omega_{00, m n}^{(0)} T_{(x, y)}=0 \tag{4.9}
\end{equation*}
$$

(4.8) and (4.9) require that

$$
\begin{align*}
& {\left[\partial_{m} J_{0 n}(x)+\partial_{n} J_{0 m}(x)-\frac{2}{3} \eta_{m n} \partial_{k} J_{0 k}(x)\right]} \\
& \quad-\left(2 / 3 m^{2}\right)\left(\partial_{m} \partial_{n}-\frac{1}{3} \eta_{m n} \nabla^{2}\right) \partial_{l} J_{0 l}(x)=0 \tag{4.10}
\end{align*}
$$

while (4.9) and (4.7) require the following:

$$
\begin{align*}
& -\left[\eta_{k n} \partial_{m}(y)+\eta_{k m} \tilde{\partial}_{n}(y)-\frac{2}{3} \eta_{m n} \gamma_{k}(y)\right] \\
& \quad+y_{k}\left\{\left[\partial_{m} J_{0 n}(y)+\partial_{n} J_{0 m}(y)-\frac{2}{3} \eta_{m n} \partial_{l} J_{0 l}(y)\right]\right. \\
& \left.\quad-\left(2 / 3 m^{2}\right)\left(\partial_{m} \partial_{n}-\frac{1}{3} \eta_{m n} \nabla^{2}\right) \partial_{l} J_{0}(y)\right\}=0 \tag{4.11}
\end{align*}
$$

(4.11) implies that

$$
\begin{equation*}
\mathcal{F}_{m}(0)=0 . \tag{4.12}
\end{equation*}
$$

As the origin of $y$ can be chosen arbitrarily, this implies

$$
\begin{equation*}
y_{m}(y)=0 . \tag{4.13}
\end{equation*}
$$

Recalling (2.27), we see that (4.10) and (4.13) would require that

$$
\begin{equation*}
J_{0 k}(x)=0 \tag{4.14}
\end{equation*}
$$

This shows that the assumption that $J_{\mu v}(x)$ is independent of $g$ implies that $J_{\mu \nu}(x)=0$ in a Lorentzcovariant theory with a field-source identity. Therefore, such a theory with a nonzero interaction requires that the source term $g J_{\mu v}(x)$ be nonlinear in $g$.

## 5. VERIFICATION OF SOME PROPERTIES OF THE SOURCE $J_{\mu \nu}$

Recently, results have been obtained by Orzalesi, Sucher, and Woo, ${ }^{11}$ and by Divgi and Woo, ${ }^{12}$ which state that if $S_{\mu v}(x)$ is a symmetric, local second-rank tensor operator with zero divergence, obeying certain additional conditions, ${ }^{14}$ then the space integrals of $S_{\mu 0}$ and $\left(x_{\mu} S_{v 0}-x_{v} S_{\mu 0}\right)$ will be proportional to the generators $P_{\mu}$ and $M_{\mu \nu}$ of the Poincaré group:

$$
\begin{gather*}
\int d^{3} x S_{\mu 0}(x)=C P_{\mu}  \tag{5.1}\\
\int d^{3} x\left(x_{\mu} S_{\nu 0}-x_{\nu} S_{\mu 0}\right)=C M_{\mu \nu} \tag{5.2}
\end{gather*}
$$

The source tensor $J_{\mu v}(x)$ of the spin- 2 field $U_{\mu v}(x)$ has the properties required of the operator $S_{\mu v}(x)$, as noted in Ref. 1. We have pointed out there that this may be used for fixing the normalization of $J_{\mu \nu}(x)$, by requiring that

$$
\begin{equation*}
\int d^{3} x J_{\mu 0}(x)=P_{0} \tag{5.3}
\end{equation*}
$$

The results of Refs. 11 and 12 then imply that we should be able to write $J_{\mu 0}(x)$ in the form

$$
\begin{equation*}
J_{\mu 0}(x)=\Theta_{\mu 0}(x)+B_{\mu 0}(x) \tag{5.4}
\end{equation*}
$$

such that $B_{\mu 0}(x)$ obeys the conditions

$$
\begin{gather*}
\int d^{3} x B_{\mu 0}(x)=0  \tag{5.5}\\
\int d^{3} x\left[x_{\mu} B_{v 0}(x)-x_{v} B_{\mu 0}(x)\right]=0 \tag{5.6}
\end{gather*}
$$

We shall now check that the properties of the source $J_{\mu \nu}$ are consistent with this requirement. Using the field-source identity (2.10) in Eq. (2.17)
for $U_{\mu \nu}$, we obtain the following:

$$
\begin{equation*}
\left(\square^{2}+m^{2}\right) \Theta_{\mu \nu}=m^{2}\left(J_{\mu \nu}-\frac{1}{3 m^{2}}\left(\partial_{\mu} \partial_{\nu}-\square^{2} \eta_{\mu \nu}\right) j\right), \tag{5.7}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\left(\square^{2}+m^{2}\right) \Theta(x)=\left(\square^{2}+m^{2}\right) j(x) \tag{5.8}
\end{equation*}
$$

where $\Theta$ denotes the trace $\Theta_{\sigma}^{\sigma}$. This implies

$$
\begin{equation*}
j(x)=\Theta(x)+\chi(x) \tag{5.9}
\end{equation*}
$$

where $\chi^{\prime}(x)$ obeys the equation

$$
\begin{equation*}
\left(\square^{2}+m^{2}\right) \chi(x)=0 \tag{5.10}
\end{equation*}
$$

We therefore obtain from (5.7) the equation

$$
\begin{equation*}
J_{\mu \nu}=\Theta_{\mu \nu}+B_{\mu \nu} \tag{5.11}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{\mu \nu}=\left(\square^{2} / m^{2}\right) \Theta_{\mu \nu}+\left(1 / 3 m^{2}\right)\left(\partial_{\mu} \partial_{\nu}-\square^{2} \eta_{\mu \nu}\right)(\Theta+\chi) \tag{5.12}
\end{equation*}
$$

We must now check whether $B_{\mu 0}$ has the properties (5:5) and (5.6). We first write

$$
\begin{align*}
\int d^{3} x B_{i 0}(x)= & \frac{\partial_{0}^{2}}{m^{2}} \int d^{3} x \Theta_{i 0}(x)-\frac{1}{m^{2}} \int d^{3} x \nabla^{2} \Theta_{i 0}(x) \\
& +\frac{1}{3 m^{2}} \partial_{0} \int d^{3} x \partial_{i}[\Theta(x)+\chi(x)] \tag{5.13}
\end{align*}
$$

The first term is of the form $\left(1 / m^{2}\right) \partial_{0}^{2} P_{i}$ and vanishes (by momentum conservation). The remaining terms vanish by Gauss's theorem if we assume the vanishing of the surface integrals at infinity. We thus obtain

$$
\begin{equation*}
\int d^{3} x B_{i 0}(x)=0 \tag{5.14}
\end{equation*}
$$

Similarly, we write

$$
\begin{align*}
\int d^{3} x B_{00}(x) & =\left(\partial_{0}^{2} / m^{2}\right) P_{0}-\left(1 / m^{2}\right) \int d^{3} x \nabla^{2} \\
& \times\left\{\Theta_{00}(x)-\frac{1}{3}[\Theta(x)+\chi(x)]\right\}=0 \tag{5.15}
\end{align*}
$$

Therefore, the requirement (5.5) is satisfied. We next write

$$
\begin{align*}
\int d^{3} x\left(x_{i} B_{j 0}-\right. & \left.x_{j} B_{i 0}\right) \\
= & \partial_{0}^{2} \int d^{3} x\left(x_{i} \Theta_{j 0}-x_{j} \Theta_{i 0}\right) \\
& +\int d^{3} x\left(x_{i} \nabla^{2} \Theta_{j 0}-x_{j} \nabla^{2} \Theta_{i 0}\right) \\
& +\frac{1}{3} \partial_{0} \int d^{3} x\left(x_{i} \partial_{j}-x_{j} \partial_{i}\right)(\Theta+\chi) \\
= & \partial_{0}^{2} M_{i j}=0 \tag{5.16}
\end{align*}
$$

where we have integrated by parts, set surface terms equal to zero, and have used angular momentum conservation.

We finally write

$$
\begin{align*}
& \int d^{3} x\left(x_{i} B_{00}-x_{0} B_{i 0}\right) \\
&= \partial_{0}^{2} M_{i 0}-\int d^{3} x x_{i} \nabla^{2} \Theta_{00}+x_{0} \int d^{3} x \nabla^{2} \Theta_{i 0} \\
&+\frac{1}{3} \int d^{3} x x_{i} \nabla^{2}(\Theta+\chi)-\frac{1}{3} x_{0} \partial_{0} \int d^{3} x \partial_{i}(\Theta+\chi) \\
&= \partial_{0}^{2} M_{i 0}=-\left[P_{0},\left[P_{0}, M_{i 0}\right]\right]=i\left[P_{0}, P_{i}\right]=0 \tag{5.17}
\end{align*}
$$

This shows that $J_{\mu 0}$ can be written in the form (5.4), with $B_{\mu 0}$ satisfying the conditions (5.5) and (5.6), so that our model satisfies the requirements of Refs. 11 and 12.

In concluding, we note that there are several tensors in a spin-2 theory such that their space integrals may be used for constructing the generators of the Poincaré group. For instance, from the equation

$$
g J_{\mu \nu}=\left(\square^{2}+m^{2}\right)\left(U_{\mu \nu}-\eta_{\mu v} u\right)+\left(\eta_{\mu \nu} \square^{2}-\partial_{\mu} \partial_{\nu}\right) u
$$

and the requirement that the space integrals of $J_{\mu 0}$ and $\left(x_{\mu} J_{\nu 0}-x_{v} J_{\mu 0}\right)$ should be proportional to the generators of the Poincaré group, it follows that one may also use the tensor

$$
\begin{equation*}
\left(\square^{2}+m^{2}\right)\left(U_{\mu v}-\eta_{\mu v} u\right) \tag{5.18}
\end{equation*}
$$

instead of $J_{\mu \nu}$ to construct the generators $P_{\mu}$ and $M_{\mu v}$. Our hypothesis that ( $U_{\mu \nu}-\eta_{\mu v} u$ ) is proportional to the stress tensor is consistent with this, as this hypothesis implies that the space integrals of (5.18) will also be proportional to $P_{\mu}$ and $M_{\mu \nu}$. A more general form of the field-source identity would be the following:

$$
\begin{equation*}
\Theta_{\mu \nu}=\left(a+b \square^{2}\right)\left(U_{\mu \nu}-\eta_{\mu \nu} u\right)+c\left(\eta_{\mu \nu} \square^{2}-\partial_{\mu} \partial_{v}\right) u \tag{5.19}
\end{equation*}
$$

We have postulated the identity in the form (2.10) because of its simplicity and because it involves no arbitrary parameters.

## 6. CONCLUDING REMARKS

In this paper, we have obtained the constraints imposed by a field-source identity and Lorentz
covariance on a spin- 2 meson theory. The results obtained here indicate the nature of the restrictions on a theory in which the spin-2 field and its source are closely related to the stress tensor. Although we have not exhibited a model theory satisfying all the field-dependence requirements, the latter are given explicitly and do not appear to lead to any inconsistency, which lends support to the existence of such field theories.

As discussed in Ref. 1, the field-source identity may be extended in a straightforward way to take into account the two neutral spin- 2 mesons $f$ and $f^{\prime}$. The constraints imposed on such theories by Lorentz covariance are a straightforward extension of the results obtained here.
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#### Abstract

The role of singular forward multiparticle scattering amplitudes in $S$-matrix formulas for the higher virial coefficients is studied in detail. It is shown that by means of a simple limiting process one can give a precise, unambiguous meaning to the traces over on-shell scattering amplitudes which appear in our previous formulas for the virial coefficients. The general arguments, in which we maintain a reasonable level of rigor, are supported by explicit calculations for the third and fourth virial coefficients. Also, the angular momentum expansion used in earlier work is shown to converge.


## 1. INTRODUCTION

It is intuitively clear that the thermodynamic properties of a dilute interacting gas can be understood in terms of the collisions involving a small number of particles. ${ }^{1,2}$ The concept of the scattering matrix, which gives a complete description of the collision process, therefore enters into statistical mechanics.

By way of the virial expansion, the role of the $S$ matrix in statistical mechanics was examined in a previous paper, ${ }^{3}$ hereafter referred to as I. A simple prescription for calculating the virial coefficients in terms of $S$-matrix elements was derived.

This prescription, stripped of details, reads

$$
\begin{equation*}
b_{n} \sim \int d \epsilon e^{-\beta \epsilon} \operatorname{Im} \operatorname{Tr} S^{-1} \frac{\stackrel{\leftrightarrow}{\partial}}{\partial \epsilon} S \tag{1.1}
\end{equation*}
$$

and thus relates the $n$-particle $S$ matrix at c.m. energy $\epsilon$ to the coefficients $b_{n}$ from which the virial series can be obtained readily. A generalized form of (1.1) gives a basis for extrapolating toward a statistical mechanics of relativistic gases. The qualitative and physical aspects of (1.1) and some simple applications were discussed.

It was also pointed out in I that an annoying problem remains in (1.1) even in its simplest nonrelativistic form. The problem is as follows. One wants (1.1) to depend only on strictly on-shell scattering amplitudes. In our original derivation $\operatorname{Tr} S^{-1}(\overleftrightarrow{\partial} S / \partial \epsilon)$ is supposed to be understood as limit as $E \rightarrow \epsilon+i 0$ of $\operatorname{Tr} S^{-1}(E)[\vec{\partial} S(E) / \partial E]$ where $E$ is a complex off-shell energy whose on-shell value is $\epsilon$. One can easily see from the discussion in I that $\operatorname{Tr} S^{-1}(\overleftrightarrow{\partial} S / \partial \epsilon)$ as defined this way will depend only on on-shell quantities
provided that the scattering amplitude or $T$ matrix does not become infinite anywhere on the energy shell. If the $T$ matrix does blow up somewhere on the energy shell, a special discussion is required. These remarks are relevant for physics because, while the two-body $T$ matrix is always finite in the physical scattering region, for three or more bodies the on-shell $T$ matrix has poles in the physical region. A typical diagram with this property is shown in Fig. 1. The origin and nature of these singularities are discussed below, here we simply note that they indicate a possible difficulty in a program directed towards expressing all the $b_{n}$ in terms of on-shell amplitudes. In I we suggested a method for handling these singular pieces of multiparticle amplitudes and concluded that, in principle, everything was all right and $b_{n}$ could indeed be written in terms of on-shell amplitudes. This analysis was, however, not rigorous. In a later paper, ${ }^{4}$ hereafter called II, we studied $b_{3}$ in considerable detail and came to the same conclusion for this particular case. Unfortunately, the more rigorous methods of II were cumbersome and not easily generalizable to arbitrary $n$. The purpose of the present paper is to complete the program. We will show that in spite of the poles in the multiparticle amplitudes, all the $b_{n}$ can in fact be calculated from on-shell quantities. Also we give a recipe for computing $b_{n}$ which is, in principle, very simple and elegant. In practice, however, our present formulas will probably not be overly useful. This leads us to remark that although we have now shown that all the $b_{n}$ are determined by on-shell scattering data, there is still a lot of work to be done on the formalism. What we feel is needed is a hard study of the qualitative properties of scattering amplitudes involving several


Fig. 1. A typical diagram for the scattering amplitude which becomes singular for forward scattering, where $p_{i}=\mathbf{p}_{i}^{\prime}$ and the intermediate state energy denominator vanishes, as a consequence of momentum conservation.
particles, with the possible goal of finding a rearrangement of the virial series which would be more useful in practice (e.g., more rapidly convergent in certain cases). This more difficult problem will only be touched upon in the present paper.

Let us now be more specific.
First we have to understand where the above mentioned singularities come from and what they look like. Consider as an illustration the on-shell scattering amplitude for three particles of equal mass. Let the initial momenta be $\mathbf{p}_{1}^{\prime}, \mathbf{p}_{2}^{\prime}$, and $\mathbf{p}_{3}^{\prime}$ and the final momenta be $\mathbf{p}_{1}, \mathbf{p}_{2}$, and $\mathbf{p}_{3}$, where $\sum \mathbf{p}_{i}=\sum \mathbf{p}_{i}^{\prime}$ and $\sum p_{i}^{2}=\sum p_{i}^{\prime 2}$ since we are on shell. This amplitude blows up when $p_{1}^{2}+p_{2}^{2}=p_{1}^{\prime 2}+\left(\mathbf{p}_{1}^{\prime}-\mathbf{p}_{1}-\mathbf{p}_{2}\right)^{2}$. This singularity, which has the analytic form of a pole, is a reflection of the fact that one way to make a threeparticle event is to have two successive two-particle collisions $2^{\prime}+3^{\prime} \rightarrow 2^{\prime \prime}+3$, followed by $2^{\prime \prime}+1^{\prime} \rightarrow$ $2+1$, with $\mathbf{p}_{2}^{\prime \prime}=\mathbf{p}_{2}+\mathbf{p}_{1}-\mathbf{p}_{1}^{\prime}$. (See Fig. 1.) In a kinematic configuration where the relation $p_{1}^{2}+p_{2}^{2}=$ $p_{1}^{\prime 2}+\left(\mathbf{p}_{1}^{\prime}-\mathbf{p}_{1}-\mathbf{p}_{2}\right)^{2}$ holds, energy can be conserved in each two-body event separately. When this happens the two collisions may occur arbitrarily far apart in time and the $S$-matrix as conventionally defined blows up. In particular, we note that in the forward direction where $\mathbf{p}_{1}=\mathbf{p}_{1}^{\prime}$ and $\mathbf{p}_{2}=\mathbf{p}_{2}^{\prime}$, one is sitting right on top of the pole. Unfortunately (1.1) contains, among other things, integrals over forward scattering amplitudes. This does not, of course, imply a divergence in $b_{3}$. It simply means that one must carefully specify the on-shell interpretation of (1.1).
We have discovered a simple modification of (1.2) that makes the on-shell nature of the $S$-matrix expressions for $b_{n}$ explicit. It is to write

$$
\begin{equation*}
b_{n} \sim \lim _{\theta \rightarrow 0} \int d \epsilon e^{-\beta \epsilon} \operatorname{Im} \operatorname{Tr}\left(S^{+}(\epsilon) \frac{\overleftrightarrow{\partial}}{\partial \epsilon} S(\epsilon) e^{i \theta J_{3}}\right), \tag{1.2}
\end{equation*}
$$

where $e^{i \theta J_{3}}$ is a rotation around the third axis in the c.m. frame and $\epsilon$ is now explicitly the on-shell energy. The rule is to do the trace and integration over $\epsilon$ before taking the limit as $\theta \rightarrow 0$. Because of rotational invariance, which is assumed in the derivation of (1.2), the direction of the third axis is entirely arbitrary.

The reason that $S$ can immediately be placed on shell in (1.2) but not in (1.1) is that with the rotation $e^{i \theta J_{3}}$ inserted, the singular forward amplitudes are avoided.

It should not be thought that (1.1) is wrong or fails to give an onshell formula for $b_{n}$. If one is careful with the contour of the $\epsilon$-integration in (1.1), this formula gives results identical to (1.2). As stated above, the latter is explicitly on-shell. Notice that a forward amplitude in (1.1) will be replaced by a limit from a nonforward direction when one goes to (1.2). Thus, one might anticipate that, upon carefully doing the $\epsilon$ integration over the forward amplitudes in (1.1), a new set of terms related to on-shell scattering arbitrarily close to, but not exactly in, the forward direction will arise. This is indeed the case. It is, however, not a simple task to recognize these terms. This is why the on-shell nature of (1.1) is not transparent.

The method of treating (1.1) suggested in I and worked out in detail for $b_{3}$ in II was to take the trace for each fixed angular momentum $J$ and then to sum over $J$. For a given $J$, the $T$ matrix is sufficiently regular on the energy shell so that none of the difficulties described above appear. One then has to verify that the sum over $J$ converges and gives the right answer. For $b_{3}$ this was done in II. The angular momentum method is very closely related to the $\theta \rightarrow 0$ limit in (1.2). The precise connection is explained in the text.

In previous work on the connection between the $b_{n}$ and the $S$ matrix, it appears either that the existence of singular forward scattering amplitudes has been ignored or else that the treatment has been restricted to a fixed angular momentum $J$, ignoring questions about the convergence of the sum over $J$.
We are aware that a reasonable amount of mathematical care and rigor is needed to firmly establish an equation like (1.2). For this reason we have taken time to give rigorous justification for those steps in the derivation of (1.1) which might appear to be particularly questionable. In an appendix we use path integral techniques to prove that $b_{n}$ can be written as the limit of a trace where, as in (1.2), the final state is rotated relative to the initial state. Armed with this result, we can obtain (1.2) in exactly the same way that (1.1) was obtained earlier. The steps in the latter calculation are all well defined if one remembers to first establish the formula in a finite volume and then take an infinite volume limit. We are careful to show that the limit as $\theta \rightarrow 0$ can be interchanged with a limit of infinite volume. As a byproduct we are able to prove that the angular momentum series of $b_{n}$ converges. While there is room for improvement, we
feel that the level of rigor maintained here should satisfy most readers.

In addition to obtaining the general results described above, we illustrate the situation with several specific calculations for $b_{3}$ and $b_{4}$. For $b_{3}$, we compute the contribution of all singular pieces of $S^{+}(\vec{\partial} S / \partial \epsilon)$. We do this both by using the explicitly on-shell small angle limit (1.2) and by carefully doing the $\epsilon$ integration in (1.1). As expected, the two methods agree and also agree with the angular momentum sum worked out in II. The next coefficient $b_{4}$ brings in some qualitatively new effects. Again we calculate the contributions of singular amplitudes using both (1.1) and (1.2). Again both methods agree. We consider these explicit computations as strong evidence that our basic approach is indeed correct.

Due to the already extreme length of this paper, we have chosen to omit any discussion of applications. We would, however, like to state the following fact without proof or supporting discussion. It is that the forward singularities in $S^{\dagger}(\partial S / \partial \epsilon)$ have the interesting property that they give the leading contribution to $b_{n}$ at low temperatures. As mentioned above, these singularities are the result of two or more successive, well separated collisions each involving fewer than $n$ particles. Therefore, the pieces of $b_{n}$ which are largest for small temperatures depend only on the scatterings of fewer than $n$ particles. In particular, the largest piece of $b_{n}$ comes from successive two-body collisions and can be expressed as a function of the two-body scattering lengths above. ${ }^{5}$ This might turn out to have some useful consequences.
The paper is organized as follows. In the next section we review some basic facts about the virial coefficients and state some results about the $\theta \rightarrow 0$ limit. Our basic formulas and results are also stated there. Derivations given in I are, however, not repeated. Section 3 is basically a prelude to Secs. 4 and 5, where the explicit computations for $b_{3}$ and $b_{4}$ are discussed. In the case of $b_{4}$, most of the detailed work is relegated to appendices.
We will restrict ourselves to nonrelativistic particles of a single species. The extension to relativistic situations discussed in I is straightforward. For simplicity, we will also assume that there are no bound states, and we will take account of Fermi or Bose statistics only when it is important to do so.

## 2. BACKGROUND AND SOME BASIC RESULTS

This section is intended to provide a fairly rigorous foundation for our later discussions of the virial series from the point of view of scattering theory. We will
really not be exclusively concerned with scattering theory here. Rather, we begin by reviewing some of what is known about the virial expansion in the more usual $U$-function formalism. We then state a few simple but basic results which are necessary to justify the $\theta \rightarrow 0$ limit described in the Introduction. The proofs are relegated to appendices. Then we review our previous results concerning the connection between $b_{n}$ and the $S$ matrix and, finally, state our main result.

## A. Definitions

We are interested in a nonrelativistic gas of volume $V$, temperature $\beta^{-1}$, chemical potential $\mu$, and pressure $P$. The power series expansion for the grand potential $\Omega=-P V$ is

$$
\begin{gather*}
\Omega=\Omega_{0}-V \beta^{-1} \lambda^{-3} \sum_{n=2}^{\infty} b_{n}(V) \mathrm{Z}^{n}  \tag{2.1}\\
\lambda^{-1}=(m / 2 \pi \beta)^{\frac{1}{2}} \tag{2.2}
\end{gather*}
$$

where $Z=e^{\beta \mu}, \Omega_{0}=-V \beta^{-1} \lambda^{-3} Z$ is the grand potential for an ideal gas, and $m$ is the mass of a gas molecule. In (2.1), the coefficients depend on $V$ : We are only interested in

$$
\begin{equation*}
b_{n} \equiv \lim _{V \rightarrow \infty} b_{n}(V) \tag{2.3}
\end{equation*}
$$

With suitable restrictions on the interactions, this limit can be rigorously shown to exist. ${ }^{6}$ We consider only cases where (2.3) makes sense, and we will not concern ourselves further with questions having to do with interchanging the limit $V \rightarrow \infty$ and the sum over $n$ in (2.1). This latter point has been extensively discussed in the literature. ${ }^{6}$ We pause only to say that the ability to interchange the sum and limit essentially defines the gas phase.
Our object of study, then, is $b_{n}$ as defined by (2.1) and (2.3). We recall that $b_{n}$ depends on the dynamics of a finite number ( $n$ ) of particles in an infinite volume. This is the basic reason why $b_{n}$ can be expressed in terms of on-shell scattering amplitudes.
The usual expression for $b_{n}$ involves a function

$$
\begin{align*}
& \left\langle\mathbf{x}_{1} \cdots \mathbf{x}_{n}\right| U_{n}\left|\mathbf{y}_{1} \cdots \mathbf{y}_{n}\right\rangle \\
& \quad \equiv \text { connected part of }\left\{\left\langle\mathbf{x}_{1} \cdots \mathbf{x}_{n}\right| e^{-\beta I_{n}}\left|\mathbf{y}_{1} \cdots \mathbf{y}_{n}\right\rangle\right\}, \tag{2.4}
\end{align*}
$$

where $H_{n}$ is the $n$-body Hamiltonian and "connected part of" means to subtract out products of the $U_{m}$ for $m<n$ in the usual way. The algorithm for constructing $U_{n}$ is well known so we need not go into the details, except to remark that in perturbation theory language $U_{n}$ is simply the sum of all connected diagrams.

It is convenient to factor the c.m. dependence out of $U_{n}$. We define

$$
\begin{align*}
&\left\langle\mathbf{x}_{1} \cdots \mathbf{x}_{n}\right| U_{n}\left|\mathbf{y}_{1} \cdots \mathbf{y}_{n}\right\rangle \\
&=n^{\frac{3}{2} \lambda^{-3}} \exp \left[-(2 n m / \beta)(\mathbf{X}-\mathbf{Y})^{2}\right] \\
& \times\langle\{\mathbf{x}\}| U_{n}|\{\mathbf{y}\}\rangle_{c . \mathrm{m} .} \tag{2.5}
\end{align*}
$$

where $n \mathbf{X}=\sum \mathbf{x}_{i}, n \mathbf{Y}=\sum \mathbf{y}_{i}$ and the matrix element with the "c.m." subscript is independent of $\mathbf{X}$ and $\mathbf{Y}$. The labels $\{\mathbf{x}\}$ and $\{\mathbf{y}\}$ on the states are supposed to stand for any pairs of $3 n-3$ coordinates specifying the relative distances between particles in the c.m. frame. It is easiest to think of $\{x\}$ as the full set of coordinates $\mathbf{x}_{i} \cdots \mathbf{x}_{n}$ subject to the constraint $\sum \mathbf{x}_{i}=$ 0 , which obviously leaves $3 n-3$ variables. The object $b_{n}$ is then given by

$$
\begin{equation*}
b_{n}=\left(\left.n^{\frac{3}{2}} \right\rvert\, n!\right) \int d \mu_{x}\langle\{\mathbf{x}\}| U_{n}|\{\mathbf{x}\}\rangle_{c . \mathrm{m} .}, \tag{2.6}
\end{equation*}
$$

where $d \mu_{x}$ is a $3 n-3$ dimensional integration in the $3 n$ dimensional space of the $\mathbf{x}$ 's. Because the integrand in (2.6) is translaticnally invariant, one has a certain amount of freedom in defining this integration. For our purposes it is convenient to set

$$
\begin{equation*}
d \mu_{x}=\delta^{3}\left(\mathbf{x}_{1}+\mathbf{x}_{2}+\cdots+\mathbf{x}_{n}\right) d^{3} \mathbf{x}_{1} d^{3} \mathbf{x}_{2} \cdots d^{3} \mathbf{x}_{n} \tag{2.7}
\end{equation*}
$$

The integration runs between $+\infty$ and $-\infty$ for all the x 's.

We will also need the expression for $b_{n}$ in terms of momentum space variables. We define

$$
\begin{align*}
& \langle\boldsymbol{p}| U_{n}|\mathbf{q}\rangle_{\mathrm{c}, \mathrm{~m}} \\
& \quad \equiv \int d \mu_{x} d \mu_{y} e^{-i\left(\sum_{p_{i} \cdot \mathrm{k}_{i}}-\mathrm{q}_{i} \cdot \boldsymbol{y}_{i}\right)}\langle\{\mathbf{x}\}| U_{n}|\{\mathbf{y}\}\rangle_{\mathrm{c} . \mathrm{m} .} \tag{2.8}
\end{align*}
$$

where $\mathbf{p}$ and $\mathbf{q}$ stand for the variables $\mathbf{p}_{1} \cdots \mathbf{p}_{n}$ and $\mathbf{q}_{1} \cdots \mathbf{q}_{n}$, subject to the c.m. constraints $\sum \mathbf{p}_{i}=0$ and $\sum \mathrm{q}_{i}=0$. In many future formulas this $\mathrm{c} . \mathrm{m}$. constraint will be implicit. It is important to keep this in mind. Clearly, one can write

$$
\begin{equation*}
b_{n}=\left(n^{\frac{3}{2}} / n!\right) \int d \mathbf{p}\langle\mathbf{p}| U_{n}|\mathbf{p}\rangle_{c . \mathrm{m} .}, \tag{2.9}
\end{equation*}
$$

where

$$
\begin{align*}
d \mathbf{p}=(2 \pi)^{3} \delta^{3}\left(\mathbf{p}_{1}+\right. & \left.\mathbf{p}_{2}+\cdots+\mathbf{p}_{n}\right) \\
& \times\left(\frac{d^{3} p_{1}}{(2 \pi)^{3}} \frac{d^{3} p_{2}}{(2 \pi)^{3}} \cdots \frac{d^{3} p_{n}}{(2 \pi)^{3}}\right) . \tag{2.10}
\end{align*}
$$

Equations (2.6) and (2.9) are neatly summarized by

$$
\begin{equation*}
b_{n}=\left(n^{\frac{3}{2}} / n!\right) \operatorname{Tr}\left(U_{n}\right)_{\mathrm{c} . \mathrm{m} .}, \tag{2.11}
\end{equation*}
$$

where the meaning of the trace over c.m. variables should be obvious.

## B. The Small Angle and Infinite Volume Limits

We define

$$
\begin{align*}
F_{n}(\theta) & =\operatorname{Tr}\left(U_{n} e^{i \theta J_{3}}\right)_{\mathrm{c} . \mathrm{m} .} \\
& =\int\langle\{\mathbf{x}\}| U_{n}\left|\left\{R_{\theta} \mathbf{x}\right\}\right\rangle_{\mathrm{c} . \mathrm{m} .} d \mu_{x} \\
& =\int\langle\mathbf{p}| U_{n}\left|R_{\theta} \mathbf{p}\right\rangle_{\text {c.m. }} d \mathbf{p}, \tag{2.12}
\end{align*}
$$

where $e^{i \theta J_{3}}$ is a rotation about the third axis in the center of mass system and $\left\{R_{\theta} \mathbf{x}\right\}$ and $R_{\theta} \mathbf{p}$ are the correspondingly rotated coordinates and momenta. In all cases of physical interest, $U_{n}$ is rotationally invariant so that $e^{i \theta J_{3}}$ can be replaced by a similar rotation about any axis without changing $F_{n}(\theta)$.
In Appendix A, it is shown that for potentials which fall off rapidly at large separations between particles, $F_{n}(\theta)$ is continuous at $\theta=0$, i.e.,

$$
\begin{equation*}
b_{n}=\left(n^{\frac{3}{2}} / n!\right) F_{n}(0)=\lim _{\theta \rightarrow 0}\left(n^{\frac{3}{2}} / n!\right) F_{n}(\theta) . \tag{2.13}
\end{equation*}
$$

Specifically, we prove (2.13) for potentials of strictly finite range or which fall off exponentially with interparticle distance. Actually, (2.13) probably holds for all potentials of interest to us, i.e., those potentials which are well enough behaved to construct a scattering theory of the usual kind. This will become clear when the reader sees how we use this result.

Equation (2.13) is not too surprising. From a physicist's point of view, the only possible worry might be that $F_{n}(\theta)$ is defined as a trace over a system which is allowed to occupy an infinite volume. If the volume were finite, (2.13) would be essentially trivial. For this and other reasons to become apparent later, it is useful to record a result about the infinite volume limit.

Consider an artificial system confined to a sphere in the center of mass system defined by $\sum_{i} x_{i}^{2}<\Lambda^{2}$ (remember $\sum_{i} x_{i}=0$ ). The boundary condition is to be that the wavefunction vanishes at $\sum x_{i}^{2}=\Lambda^{2}$. Let $U_{n}(\Lambda)$ be the new $U$ function and define

$$
\begin{align*}
\mathcal{F}_{n}(\theta, \Lambda) & =\operatorname{Tr}\left[U_{n}(\Lambda) e^{i \theta J_{s}}\right]_{\mathrm{c} . \mathrm{m} .} \\
& =\int_{\Sigma_{x_{1}}^{2}<\Lambda^{2}}\left\{\{\mathbf{x}\}\left|U_{n}(\Lambda)\right|\left\{R_{\theta} \mathbf{x}\right\}\right\rangle d \mu_{x} . \tag{2.14}
\end{align*}
$$

For potentials of the type described above, it is shown in Appendix B that

$$
\lim _{\Lambda \rightarrow \infty} \mathscr{F}_{n}(\theta, \Lambda)=F_{n}(\theta)
$$

and

$$
\begin{equation*}
\lim _{\Lambda \rightarrow \infty} \mathcal{F}_{n}(0, \Lambda)=F_{n}(0), \tag{2.15}
\end{equation*}
$$

or

$$
\begin{aligned}
b_{n} & =\lim _{\theta \rightarrow 0}\left(\lim _{\Lambda \rightarrow \infty}\left(n^{\frac{3}{2}} / n!\right) \mathcal{F}_{n}(\theta, \Lambda)\right) \\
& =\lim _{\Lambda \rightarrow \infty}\left(\lim _{\theta \rightarrow 0}\left(n^{\frac{3}{2}} / n!\right) \mathcal{F}_{n}(\theta, \Lambda)\right) .
\end{aligned}
$$

This result is useful because it is sometimes convenient to manipulate expressions for $F_{n}$ with a finite $\Lambda$, taking the limit as $\Lambda \rightarrow \infty$ at the end of the calculation. According to (2.15), we can always freely interchange the limits $\theta \rightarrow 0$ and $\Lambda \rightarrow \infty$.

## C. The Angular Momentum Series for $b_{n}$

As mentioned in the Introduction, it is often useful to compute $b_{n}$ in an angular momentum basis. That is, one writes

$$
\begin{equation*}
b_{n}=\sum_{J} b_{J n} \tag{2.16}
\end{equation*}
$$

where $b_{J n}$ is that part of $b_{n}$ which comes from states whose c.m. angular momentum is $J$. We now turn to the properties of the $b_{J_{n}}$ and the series (2.16). Among other things, we can use (2.13) to prove that (2.16) converges, a result which makes our previous work on $b_{3}$ (see II) completely rigorous.

Suppose we want to break the trace of a rotationally symmetrical operator $A$ up into pieces coming from states of fixed $J$. This may be done by means of the projection operator

$$
\begin{equation*}
P_{J}=\left(8 \pi^{2}\right)^{-1}(2 J+1) \sum_{M} \int d R \mathscr{D}_{M M}^{J^{*}}(R) U(R), \tag{2.17}
\end{equation*}
$$

where $U(R)$ is the Hilbert space transformation corresponding to a rotation $R, \mathscr{D}_{M M}^{J}(R)$ are the usual rotation matrices for $\operatorname{spin} J$, and the integration is over the rotation group. By definition, one has

$$
\begin{align*}
\operatorname{Tr} A & =\sum_{J} \operatorname{Tr}_{J} A \\
\operatorname{Tr}_{J} A & =\operatorname{Tr} A P_{J} \tag{2.18}
\end{align*}
$$

If $A$ is rotationally invariant so that $U(R) A U^{-1}(R)=$ $A$, the above formulas can be considerably simplified. Consider
$\operatorname{Tr}_{J} A=\left(8 \pi^{2}\right)^{-1}(2 J+1) \int d R \sum_{m} \mathscr{D}_{m m}^{J^{*}}(R) \operatorname{Tr}[A U(R)]$
for rotationally symmetric $A$. We can parametrize the rotations $R$ by a unit vector e and an angle $\theta$, corresponding to a rotation through an angle $\theta$ around the $\mathbf{e}$ axis. Now $\sum_{m} \mathscr{D}_{m m}^{J *}(R)$ and $\operatorname{Tr}[A U(R)]$ are themselves rotationally symmetric and can therefore depend only on $\theta$, not on e. Hence we can do the e integration in (2.19) trivially leaving only a one-dimensional integration over $\theta$. All we have to do is compute the volume element $d R$ in terms of e and $\theta$, and then compute
$\sum_{m} \mathscr{D}_{m m}^{J}$ as a function of $\theta$. The calculation is standard and the answer is

$$
\begin{align*}
\operatorname{Tr}_{J} A= & (2 \pi)^{-1}(2 J+1) \\
& \times \int_{-\pi}^{\pi} d \theta(1-\cos \theta) \chi_{J}(\theta) \operatorname{Tr}\left(A e^{i \theta J_{3}}\right) \tag{2.20}
\end{align*}
$$

where

$$
\begin{equation*}
\chi_{J}(\theta)=\sum_{m=-J}^{J} e^{i \theta m} \tag{2.21}
\end{equation*}
$$

Obviously, we could have replaced $e^{i \theta J_{3}}$ in (2.20) by a rotation around any axis, since $\operatorname{Tr}\left(A e^{i e \mathrm{e} \cdot J}\right)$ is independent of $\mathbf{e}$ for $\mathbf{e}^{2}=1$ and $A$ rotationally symmetric.

Let us now apply (2.20) to the virial coefficients. From (2.10) and (2.12) we have

$$
\begin{equation*}
b_{J n}=\left(n^{\frac{3}{2}} / 2 \pi n!\right)(2 J+1) \int_{-\pi}^{\pi} d \theta(1-\cos \theta) \chi_{J}(\theta) F_{n}(\theta) \tag{2.22}
\end{equation*}
$$

The completeness relation

$$
\begin{equation*}
(2 \pi)^{-1} \sum_{J}(2 J+1)(1-\cos \theta) \chi_{J}(\theta)=\delta(\theta) \tag{2.23}
\end{equation*}
$$

plus the fact proven above that $F_{n}(\theta)$ is continuous at $\theta=0$, proves the convergence of (2.16), according to the usual theorems on orthogonal series. Note also that, according to $(2.15)$, the sum over $J$ can be interchanged with the limit of infinite volume $(\Lambda \rightarrow \infty)$.

Having shown that $\sum_{J} b_{J n}$ converges in the mathematical sense, it is still desirable to have some idea about rate at which (2.17) converges. One expects to be able to neglect the $b_{J_{n}}$ in (2.16) for $J \gg \bar{J}$, where $\bar{J}$ is a typical angular momentum in the states $|\{\mathbf{x}\}\rangle_{\mathrm{c} . \mathrm{m} .}$ in (2.6). Let $\bar{p}$ be a typical momentum and $d$ be a typical distance between particles, then

$$
\begin{equation*}
\bar{J} \sim n \bar{p} d \tag{2.24}
\end{equation*}
$$

To estimate $d$, we have to consider two effects. The first is the range of the interaction, call it $a$. If two particles are separated by a distance less than $a$, they will certainly contribute to $b_{n}$. The other effect is that particle 1 , for example, can interact with particle 2 and then propagate freely over to particle 3 where it interacts again. The relevant distance here is the distance over which particle two can propagate. From the well known imaginary-time analogy, we know that its distance can be estimated from the single particle diffusion equation

$$
\frac{\partial \psi}{\partial \beta}=-\frac{1}{2 m} \nabla^{2} \psi
$$

Over a time $\beta$, a particle can diffuse a distance $(m / \beta)^{\frac{1}{2}} \sim \lambda$, the thermal wavelength. Hence the second length is $\lambda$ and combining the two effects, we get

$$
\begin{equation*}
d \sim a+\lambda \tag{2.25}
\end{equation*}
$$

Of course, $\bar{p}$ is of order $\lambda^{-1}$, which finally gives

$$
\begin{equation*}
J \sim n(a / \lambda+1) \tag{2.26}
\end{equation*}
$$

Note that $\bar{J}$ increases with $n$. Also $\bar{J}$ does not tend to zero as $\lambda \rightarrow \infty$, i.e., at zero temperature. This, as will be seen later, is a consequence of the singular amplitudes in the on-shell scattering formulas. For $n=2$, the second effect mentioned above does not exist, hence

$$
\begin{equation*}
\bar{J}_{2} \sim 2(a / \lambda) \tag{2.27}
\end{equation*}
$$

as one would expect from the Beth-Uhlenbeck expression for $b_{2}$ in terms of two-body phase shifts. Note that intuition obtained from looking only at the two-body case is misleading here.

## D. Off-Shell $S$-Matrix Formulas

In I it was shown that

$$
\begin{align*}
& \operatorname{Tr}\left(U_{n}\right)_{\mathrm{c} . \mathrm{m} .} \\
& =\frac{1}{4 \pi i} \int e^{-\beta E} \operatorname{Tr}\left(A S_{n}^{-1}(E) \frac{\stackrel{\leftrightarrow}{\partial}}{\partial E} S_{n}(E)\right)_{\mathrm{c}, \mathrm{c} . \mathrm{m}} d E \tag{2.28}
\end{align*}
$$

where $A$ is a symmetrization or antisymmetrization operator explained in I, and the off-shell $S$ matrix is defined by

$$
\begin{align*}
S(E)= & 1+\left[\left(E+i \eta-H_{0}\right)^{-1}\right. \\
& \left.-\left(E-i \eta-H_{0}\right)\right] T(E) \\
S^{-1}(E)= & 1-\left[\left(E+i \eta-H_{0}\right)^{-1}\right. \\
& \left.-\left(E-i \eta-H_{0}\right)^{-1}\right] T^{\dagger}(E) \\
T(E)= & V+V(E+i \eta-H) V  \tag{2.29}\\
T^{\dagger}(E)= & V+V(E-i \eta-H) V
\end{align*}
$$

$$
\begin{aligned}
& H_{0} \text { is a free particle Hamiltonian } \\
& \quad V=H-H_{0}
\end{aligned}
$$

The object $\eta$ is a positive infinitesimal which serves to define the integration contour in (2.28). (We use $E$ rather than $\epsilon$ for the energy to remind ourselves that we are off-shell. This convention will not be followed in later sections.) The subscript "c.m." means the $S$ matrix with the center of mass motion factored out. Specifically, the $H$ in (2.29) is the total Hamiltonian minus the kinetic energy of the c.m. Thus,

$$
\left(A S^{-1} \frac{\overleftrightarrow{\partial} S}{\partial E}\right)_{\mathrm{c}, \mathrm{~m}}
$$

contains no overall momentum conservation delta functions. The subscript "c" means to take the connected part. The algorithm for obtaining

$$
\left(A S_{n}^{-1}(E) \frac{\overleftrightarrow{\partial}}{\partial E} S_{n}(E)\right)_{\mathrm{c}}
$$

from $S_{n}^{-1}\left[\partial S_{n}(E) / \partial E\right]$ itself is identical to the algorithm for obtaining $U_{n}$ from the $W$ functions. For example, for $n=3$ and Maxwell-Boltzmann statistics such that $A=1$, one has

$$
\begin{align*}
\left(S_{3}^{-1} \frac{\stackrel{\leftrightarrow}{\partial}}{\partial E} S_{3}\right)_{c}= & S_{3}^{-1} \frac{\partial}{\partial E} S_{3}-S_{2}^{-1}(1,2) \frac{\stackrel{\leftrightarrow}{\partial}}{\partial E} S_{2}(1,2) \\
& -S_{2}^{-1}(1,3) \frac{\stackrel{\leftrightarrow}{\partial}}{\partial E} S_{2}(1,3) \\
& -S_{2}^{-1}(2,3) \frac{\stackrel{\leftrightarrow}{\partial}}{\partial E} S_{2}(2,3) \tag{2.30}
\end{align*}
$$

where $S_{2}(i, j)$ is the two-particle $S$ matrix for particles $i$ and $j$, it is obtained by setting $V=V_{2}(i, j)$ in (2.29). In general, $U_{n}$ is obtained from $W_{n}\left(W_{n} \sim e^{-\beta H_{n}}\right)$ by subtracting off terms of the form $e^{-\beta H^{\prime}}$, where $H^{\prime}$ is equal to $H_{n}$ minus the interaction terms connecting two or more clusters of particles, and then adding in certain exchange terms. Correspondingly

$$
\left(A S_{n}^{-1} \frac{\overleftrightarrow{\partial} S_{n}}{\partial E}\right)_{c}
$$

is obtained from $S_{n}^{-1}\left(\stackrel{\partial}{\partial} S_{n} / \partial E\right)$ by subtracting off terms of the form $S^{\prime+} \stackrel{\leftrightarrow}{\partial} S^{\prime} / \partial E$ where $S^{\prime}$ is defined by (2.29), with $H=H^{\prime}$, and then adding exchange terms. In perturbation theory language $\left[A S_{n}^{-1}\left(\stackrel{\leftrightarrow}{\partial} S_{n} / \partial E\right)\right]_{\mathrm{c}}$ is just the sum of all connected diagrams contributing to $A S_{n}^{-1}\left(\stackrel{\leftrightarrow}{\partial} S_{n} / \partial E\right)$. It is easiest to think of $\left[A S_{n}^{-1}\left(\partial S_{n} / \partial E\right)\right]_{c}$ in this perturbation theoretic sense, but its definition is in no way dependent on perturbation theory.

The derivation of (2.28) given in I involved the cyclic invariance property $[\operatorname{Tr}(A B C)=\operatorname{Tr}(C A B)]$ of the trace. To do things properly, one should use a finite volume so that all traces are convergent and well defined. The limit of infinite volume is then taken after (2.28) has been established for a finite volume. We are implicitly assuming, then, that

$$
\left(A S_{n}^{-1} \frac{\stackrel{\leftrightarrow}{\partial}}{\partial E} S_{n}\right)_{c}
$$

has a sensible limit as the volume tends to infinity. This is certainly true to any finite order in perturbation theory and with a little thinking the reader will easily see, in fact, that this must be the case if scattering theory is to make any sense at all. For $n=3$, the proofs that the Fadeev equations have reasonable solutions provide a rigorous justification. No doubt, similar rigorous results could be obtained for $n>3$. We are, of course, assuming that the potentials fall of fast enough at large separations between particles so that the $S$ matrix as usually defined exists. Thus, Coulomb interactions for example are not allowed in the present discussion.

Fig. 2. A lowest-order singular diagram. The dashed lines denote two-body potentials.

Since

$$
\begin{aligned}
\left(E+i \eta-H_{0}\right)^{-1}-(E-i \eta- & \left.H_{0}\right)^{-1} \\
& \sim-2 \pi i \delta\left(E-H_{0}\right)
\end{aligned}
$$

for infinitesimal $\eta$, it appears that (2.28) depends only on on-shell matrix elements of $T$. Upon closer inspection this is not so obvious. If the relevant matrix elements of $T(E)$ are themselves singular as $E$ approaches the energy shell, one cannot simply interpret $\left(E+i \eta-H_{0}\right)^{-1}-\left(E-i \eta-H_{0}\right)^{-1}$ as a delta function, but must carefully investigate the manner in which the contour in (2.28) winds its way around the singularities of the integrand. The $T$-matrix elements are singular, but nevertheless (2.28) does depend only on on-shell scattering quantities. This is the main point of the present paper. We remind the reader that singular $T$-matrix elements are in no way an indication of infinities in $b_{n}$. The only difficulty one encounters is that these singularities in $T$ make it harder to show that $b_{n}$ can be obtained from strictly on-shell quantities. The small angle limit is designed to accomplish the latter.

Before giving explicit on-shell formulas, it is well to look at a simple example of a singularity in $T$ such as that pictured in Fig. 2. Let $n=3$, and suppose that particles 1 and 2 interact with a potential $V_{12}$, particles 2 and 3 interact through $V_{23}$, and that there is no direct interaction between 1 and 3 . Exchange will be ignored, so $A$ is set equal to 1 . Keeping only terms of order $V_{12}, V_{23}$, and $V_{12} V_{23}$, the three-body $T$ matrix is

$$
\begin{align*}
T_{3}(E)=V_{12}+ & V_{23}+V_{12}\left(E+i \eta-H_{0}\right) V_{23} \\
& +V_{23}\left(E+i \eta-H_{0}\right) V_{12} \\
& +O\left(\left(V_{12}\right)^{2},\left(V_{23}\right)^{2}\right) . \tag{2.31}
\end{align*}
$$

To compute

$$
\left(S_{3}^{-1} \frac{\overleftrightarrow{\partial}}{\partial E} S_{3}\right)_{\mathrm{c}}
$$

we need the two-body $T$ matrices which to this order are

$$
\begin{align*}
& T_{2}(1,2)=V_{12}+O\left[\left(V_{12}\right)^{2}\right], \\
& T_{2}(2,3)=V_{23}+O\left[\left(V_{23}\right)^{2}\right],  \tag{2.32}\\
& T_{2}(1,3)=0 .
\end{align*}
$$

Using (2.30), one readily verifies that

$$
\begin{align*}
& \quad\left(S_{3}^{-1}(E) \frac{\overleftrightarrow{\partial}}{\partial E} S_{3}(E)\right)_{c} \\
& \quad=\frac{1}{2} \frac{\partial}{\partial E}\left\{\left[\left(E+i \eta-H_{0}\right)^{-1}-\left(E-i \eta-H_{0}\right)^{-1}\right]\right. \\
& \quad \times\left(V_{12}\left[\left(E+i \eta-H_{0}\right)^{-1}+\left(E-i \eta-H_{0}\right)^{-1}\right] V_{23}\right. \\
& \left.\left.\quad+V_{23}\left(\left(E+i \eta-H_{0}\right)^{-1}+\left(E-i \eta-H_{0}\right)^{-1}\right] V_{12}\right)\right\} \\
& \quad+O\left(\left(V_{12}\right)^{2},\left(V_{23}\right)^{2}\right), \tag{2.33}
\end{align*}
$$

and that

$$
\begin{align*}
\langle\mathbf{p}|\left(S_{3}^{-1}(E)\right. & \left.\frac{\overleftrightarrow{\partial}}{\partial E} S_{3}(E)\right)_{\mathrm{e}}|\mathbf{p}\rangle_{\mathrm{c} \cdot \mathrm{~m}} \\
= & \tilde{V}_{12}(0) \tilde{V}_{23}(0) \frac{\partial}{\partial E} \\
& \times\left\{[E+i \eta-\epsilon(\mathbf{p})]^{-1}-[E-i \eta-\epsilon(\mathbf{p})]^{-1}\right\} \\
& \times\left\{[E+i \eta-\epsilon(\mathbf{p})]^{-1}+[E-i \eta-\epsilon(\mathbf{p})]^{-1}\right\}, \tag{2.34}
\end{align*}
$$

where $\epsilon(\mathbf{p})=\sum p_{i}^{2} / 2 m$, and the $\bar{V}$ 's are the Fourier transforms of the $V$ 's. Note that, according to our c.m. convention, there is no overall momentum conservation delta function. Furthermore, by definition

$$
\begin{align*}
\int e^{-\beta E} \operatorname{Tr} & \left(S_{3}^{-1}(E) \frac{\stackrel{\rightharpoonup}{\partial}}{\partial E} S_{3}(E)\right)_{\mathrm{c}, \mathrm{c} . \mathrm{m} .} d E \\
= & \beta \tilde{V}_{12}(0) \tilde{V}_{23}(0) \int d E e^{-\beta E} \int d \mathbf{p} \\
& \times\left\{[E+i \eta-\epsilon(\mathbf{p})]^{-1}-[E-i \eta-\epsilon(\mathbf{p})]^{-1}\right\} \\
& \times\left\{[E+i \eta-\epsilon(\mathbf{p})]^{-1}+[E-i \eta-\epsilon(\mathbf{p})]^{-1}\right\} \\
& +O\left(\left(V_{12}\right)^{2},\left(V_{13}\right)^{2}\right), \tag{2.35}
\end{align*}
$$

where $d \mathbf{p}$ is defined by (2.10). It is clear that in (2.35) we cannot set

$$
(E+i \eta-\epsilon)^{-1}-(E-i \eta-\epsilon)^{-1}=-2 \pi i \delta(E-\epsilon)
$$

without getting into trouble. Rather one must set

$$
\begin{align*}
{[(E+} & \left.i \eta-\epsilon)^{-1}-(E-i \eta-\epsilon)^{-1}\right] \\
& \times\left[(E+i \eta-\epsilon)^{-1}+(E-i \eta-\epsilon)^{-1}\right] \\
= & 2 \pi i \frac{\partial}{\partial E} \delta(E-\epsilon), \tag{2.36}
\end{align*}
$$

with the result that

$$
\begin{align*}
\int e^{-\beta E} \operatorname{Tr} & \left(S_{3}^{-1}(E) \frac{\overleftrightarrow{\partial}}{\partial E} S_{3}(E)\right)_{\mathrm{c}, \mathrm{c} \cdot \mathrm{~m} .} d E \\
= & 2 \pi i \beta^{2} \tilde{V}_{12}(0) \tilde{V}_{23}(0) \int e^{-\beta \epsilon(\mathbf{p})} d \mathbf{p} \\
& +O\left(\left(V_{12}\right)^{2},\left(V_{23}\right)^{2}\right) . \tag{2.37}
\end{align*}
$$

This example should give ample illustration of why one must be careful about interpreting

$$
\left(E+i \eta-H_{0}\right)^{-1}-\left(E-i \eta-H_{0}\right)^{-1}
$$

as $-2 \pi i \delta\left(E-H_{0}\right)$. It also illustrates some other general points.
(i) The $(E+i \eta-\epsilon)^{-1}+(E-i \eta-\epsilon)^{-1}$ singularity in $T_{3}(E)$ does not cause the trace or $b_{3}$ to be singular. It only requires that we be careful with the contour of integration.
(ii) Even though one cannot put

$$
\begin{aligned}
\left(E+i \eta-H_{0}\right)^{-1}-(E-i \eta & \left.-H_{0}\right)^{-1} \\
& =-2 \pi i \delta\left(E-H_{0}\right)
\end{aligned}
$$

in (2.33), the trace in (2.35) still depends, to our present accuracy, only on on-shell quantities. This follows from the fact that if terms of order $\left(V_{12}\right)^{2}$ and $\left(V_{23}\right)^{2}$ are neglected, $\tilde{V}_{12}$ and $\tilde{V}_{23}$ are the on-shell twobody $T$ matrices. As we shall see, an analogous but less trivial result is true in higher orders.
(iii) One can easily see that the reason that the above singularity in $T_{3}$ coincides with the singularity in $\left(E+i \eta-H_{0}\right)^{-1}-\left(E-i \eta-H_{0}\right)^{-1}$ is that we took a forward matrix element of $\left[S_{3}^{-1}\left(\underset{\partial}{ } S_{3} / \partial E\right)\right]_{\mathrm{c}}$. For a general matrix element

$$
\langle\mathbf{p}|\left(S_{3}^{-1} \frac{\overleftrightarrow{\partial}}{\partial E} S_{3}\right)_{c}\left|\mathbf{p}^{\prime}\right\rangle_{c . m}
$$

the two singularities do not coincide and

$$
\left(E+i \eta-H_{0}\right)^{-1}-\left(E-i \eta-H_{0}\right)^{-1}
$$

can be replaced by $-2 \pi i \delta\left(E-H_{0}\right)$. This is why the small angle limit is useful.

Finally we record a useful variant of (2.28). By integrating by parts, one readily verifies that

$$
\begin{equation*}
\operatorname{Tr}\left(U_{n}\right)_{\mathrm{c}, \mathrm{~m} .}=\frac{\beta}{2 \pi} \int e^{-\beta E} \operatorname{Im} \operatorname{Tr}\left[A \ln S_{n}(E)\right]_{\mathrm{c}, \mathrm{c} . \mathrm{m} .} d E \tag{2.38}
\end{equation*}
$$

where the subscripts c and $\mathrm{c} . \mathrm{m}$. have the same meaning as before.

## E. On-Shell $S$-Matrix Formulas

Using the same methods as were employed in obtaining (2.28), one can show that

$$
\begin{align*}
& \operatorname{Tr}\left(U_{n} e^{i \theta J_{3}}\right)_{\text {c.m. }} \equiv F_{n}(\theta) \\
& \quad=\frac{1}{4 \pi i} \int e^{-\beta E} \operatorname{Tr}\left(A S^{-1}(E) \frac{\overleftrightarrow{\partial}}{\partial E} S(E) e^{i \theta J_{3}}\right)_{\text {c.c.m. }} d E \tag{2.39}
\end{align*}
$$

where, as before, $e^{i \theta J_{3}}$ is a rotation around the third axis in the $\mathrm{c} . \mathrm{m}$. The derivation of (2.39), which will be left to the reader, depends on the assumption of rotational invariance so that $e^{i \theta J_{3}} S e^{-i \theta J_{3}}=S$, etc.
As is the case with (2.28), a proper derivation of (2.39) involves starting in a finite volume, establishing the formula and then taking the limit of infinite volume. Rotational invariance can be preserved by taking the volume to be a sphere in the $\mathrm{c} . \mathrm{m}$. frame. As discussed above, the limit of infinite volume can be shown to be interchangeable with the limit as $\theta \rightarrow 0$. Thus we may assume an infinite volume and a finite $\theta$. The limit as $\theta \rightarrow 0$ will be taken later.
The advantage of (2.39) is that it is easy to get on to the energy shell. Since the trace of

$$
\left(A S^{-1} \frac{\stackrel{\leftrightarrow}{\partial}}{\partial E} S e^{i \theta J_{3}}\right)_{e}
$$

involves only nonforward matrix elements of

$$
\left(A S^{-1} \frac{\dddot{\partial}}{\partial E} S\right)_{c}
$$

the singularities in

$$
\left(E+i \eta-H_{0}\right)^{-1}-\left(E-i \eta-H_{0}\right)^{-1}
$$

no longer coincide with singularities of the $T$ matrix. Therefore, in the absence of bound states,

$$
\left(E+i \eta-H_{0}\right)^{-1}-\left(E-i \eta-H_{0}\right)^{-1}
$$

can be set equal to $-2 \pi i \delta\left(E-H_{0}\right)$. The qualifying remark about bound states is necessary. This was, however, thoroughly discussed in I and need not be gone into here. Henceforth, we assume that there are no bound states.

To give an explicitly on-shell version of (2.39), it is convenient to define some notations. Let
where $\epsilon=\sum p_{i}^{2} / 2 m$ is the energy and $\xi$ stands for some $3 n-4$ dimensionless variables which, along with $\epsilon$, specify the c .m. momenta of the $n$ particles. A particular choice for the set $\xi$ might be the vectors

$$
\begin{equation*}
\mathbf{y}_{i}=\boldsymbol{p}_{i}(2 m \epsilon)^{-\frac{1}{2}} \tag{2.41}
\end{equation*}
$$

which are not all independent but satisfy

$$
\begin{equation*}
\sum \mathbf{y}_{i}=0, \quad \sum \mathbf{y}_{i}^{2}=1 \tag{2.42}
\end{equation*}
$$

Let the volume element be

$$
\begin{equation*}
d \mathbf{p}=\epsilon^{-1}(2 m \epsilon)^{\frac{3}{2}(n-1)} d \epsilon d \xi \tag{2.43}
\end{equation*}
$$

where $d \mathbf{p}$ is defined by (2.10). For the particular choice (2.42), $d \xi$ is easily shown to be

$$
\begin{align*}
& d \xi=(2 \pi)^{3} \delta\left(\sum \mathbf{y}_{i}\right) \delta\left(\sum \mathbf{y}_{i}^{2}-1\right) \\
& \times d^{3} \mathbf{y}_{\mathbf{1}} /(2 \pi)^{3} \cdots d^{3} \mathbf{y}_{n} /(2 \pi)^{3} . \tag{2.44}
\end{align*}
$$

Finally, let

$$
\begin{align*}
& \delta\left(\xi, \epsilon, \xi^{\prime}\right) \\
& \quad=\delta\left(\xi-\xi^{\prime}\right)-2 \pi i\langle\epsilon \xi| T(\epsilon+i 0)\left|\epsilon \xi^{\prime}\right\rangle \tag{2.45}
\end{align*}
$$

and

$$
\begin{align*}
& \mathrm{S}\left(\xi, \epsilon, R_{\theta} \xi^{\prime}\right) \\
& =\delta\left(\xi-R_{\theta} \xi^{\prime}\right)-2 \pi i\langle\epsilon \xi| T(\epsilon+i 0) e^{i \theta J_{3}}\left|\epsilon \xi^{\prime}\right\rangle \tag{2.46}
\end{align*}
$$

in an obvious notation. Note that we are defining on-shell $S$-matrix elements for a given energy $\epsilon$. With the above normalization, $S$ is dimensionless.

Now setting

$$
\begin{aligned}
\left(E+i \eta-H_{0}\right)^{-1}-(E-i \eta & \left.-H_{0}\right)^{-1} \\
& =-2 \pi i \delta\left(E-H_{0}\right)
\end{aligned}
$$

in (2.39), which is allowed for $\theta \neq 0$, and doing some algebra identical to that done in I, one finds

$$
\begin{equation*}
F_{n}(\theta)=\frac{1}{4 \pi i} \int_{0}^{\infty} e^{-\beta \epsilon} \operatorname{Tr}\left(A \mathrm{~S}^{\dagger}(\epsilon) \frac{\overleftrightarrow{\partial}}{\partial \epsilon} \mathrm{S}(\epsilon) e^{i \theta J_{3}}\right)_{\mathrm{c}} d \epsilon \tag{2.47}
\end{equation*}
$$

where

$$
\begin{align*}
& \operatorname{Tr}\left(A S^{\dagger}(\epsilon) \frac{\stackrel{\leftrightarrow}{\partial}}{\partial \epsilon} S(\epsilon) e^{i \theta J_{3}}\right)_{\mathrm{c}} \\
&=\int d \xi d \xi^{\prime} d \xi^{\prime \prime}\left(A_{\xi \xi^{\prime}} S^{\dagger}\left(\xi^{\prime}, \epsilon, \xi^{\prime \prime}\right) \frac{\stackrel{\leftrightarrow}{\partial}}{\partial \epsilon} S\left(\xi^{\prime \prime}, \epsilon, R_{\theta} \xi\right)\right)_{c} \tag{2.48}
\end{align*}
$$

$$
\begin{equation*}
\delta^{\dagger}\left(\xi, \epsilon, \xi^{\prime}\right)=\left[\delta\left(\xi^{\prime}, \epsilon, \xi\right)\right]^{*} \tag{2.49}
\end{equation*}
$$

and
$A_{\xi \xi^{\prime}}$ are the matrix elements of the exchange operator defined in I.
The subscript "c" means the connected part as before and $\boldsymbol{S}^{-1}$ has been replaced by $\boldsymbol{S}^{\dagger}$, since $S$ is unitary on-shell. Finally, collecting everything together, the virial coefficient is given by

$$
\begin{equation*}
b_{n}=\lim _{\theta \rightarrow 0} \frac{n^{\frac{3}{2}}}{4 \pi i n!} \int e^{-\beta \epsilon} \operatorname{Tr}\left(A S^{\dagger}(\epsilon) \frac{\stackrel{\leftrightarrow}{\partial}}{\partial \epsilon} S(\epsilon) e^{i \theta J_{3}}\right)_{c} d \epsilon \tag{2.51}
\end{equation*}
$$

which is an explicitly on-shell formula. Equation (2.51) is our main result. Its use will be illustrated in the following sections.

On-shell formulas for the terms $b_{J_{n}}$ in the angular momentum sum are easily obtained by inserting (2.47) into (2.22). Also the analog of (2.38)

$$
\begin{equation*}
b_{n}=\lim _{\theta \rightarrow 0}\left(n^{\frac{3}{2}} \beta / 2 \pi n!\right) \int e^{-\beta \epsilon} \operatorname{Im} \operatorname{Tr}\left[A e^{i \theta J_{3}} \operatorname{In} S(\epsilon)\right]_{\mathrm{c}} d \epsilon \tag{2.52}
\end{equation*}
$$

## 3. INTERIM SUMMARY AND NOTATION

Equations (2.51) and (2.52) give explicit formulas for $b_{n}$ in terms of on-shell scattering amplitudes. The rule is always to compute the trace and do the integral over $\epsilon$ before taking the limit as $\theta \rightarrow 0$. If one proceeds in this order the calculation is well defined at every step. Basically, what is happening is that forward $n$-body scattering amplitudes are being defined by a particularly simple limiting procedure. The forward amplitudes thus defined do blow up, but the integrated trace remains finite and does give the correct $b_{n}$. As mentioned before, because of rotational invariance the rotation, $e^{i \theta J_{3}}$ can be replaced by a rotation through an angle $\theta$ about any axis.
In the following sections, we compute the contributions to $b_{3}$ and $b_{4}$ which come from pieces of [ $\left.\delta^{-1}(\overleftrightarrow{\partial} S / \partial \epsilon)\right]$ which blow up in the forward direction. This provides an explicit demonstration of how (2.51) and (2.52) work.

Of course, one must get the same $b_{n}$ from (2.28). As mentioned above, in this equation one must be exceedingly careful about the integration contour. Consequently, (2.28) is not a manifestly on-shell expression. Nevertheless the final expressions one obtains from (2.28) are on-shell and do agree with (2.51). Below, we show this directly for $b_{3}$ and $b_{4}$. This is accomplished simply by doing the $E$ integration carefully and applying some identities from scattering theory. The angle $\theta$ is never introduced here. To us, this is a most convincing demonstration of the correctness of the whole scheme.
Actually, we have found that in practice neither (2.51) nor (2.52) are particularly convenient. This is because the states $|\epsilon \xi\rangle$ tend to be complicated. The most convenient expression for $b_{n}$ seems to be
$b_{n}=\lim _{\theta \rightarrow 0} \frac{n^{\frac{3}{2}} \beta}{2 \pi n!} \int e^{-\beta \epsilon} \operatorname{Im} \operatorname{Tr}\left[A \ln S_{n}(\epsilon+i 0) e^{i \theta J_{3}}\right]_{\mathrm{c}} d \epsilon$,
which, as it stands, contains the full off-shell $S$ matrix. However, with $\theta \neq 0$ we know that we can write

$$
\begin{equation*}
S_{n}(\epsilon+i 0)=1-2 \pi i \delta\left(H_{0}-\epsilon\right) T_{n}(\epsilon+i 0) \tag{3.2}
\end{equation*}
$$

so that everything ends up on-shell with an energy $\epsilon$. We use $\epsilon$ instead of $E$ to remind us of this fact. It is easiest to work out the traces in the $|\mathbf{p}\rangle$ representation defined in (2.10) and (2.11). To do this, one expands

$$
\begin{aligned}
& \ln S_{n}(\epsilon+i 0)=-2 \pi i \delta\left(\epsilon-H_{0}\right) T_{n}(\epsilon+i 0) \\
& \quad+(2 \pi)^{2} \delta\left(\epsilon-H_{0}\right) T_{n}(\epsilon+i 0) \delta\left(\epsilon-H_{0}\right) T_{n}(\epsilon+i 0)
\end{aligned}
$$

$$
+\cdots \quad \text { (3.3) }
$$

to obtain

$$
\begin{align*}
b_{n}= & -\lim _{\theta \rightarrow 0} \frac{n^{\frac{3}{2}} \beta}{n!} \operatorname{Re}\left(\int d \mathbf{p} e^{-\beta \epsilon(\mathfrak{p})}\langle\mathbf{p}| A T_{n}[\epsilon(\mathbf{p})+i 0]\left|\mathbf{p}^{\prime}\right\rangle\right. \\
& -2 \pi i \int d \mathbf{p} d \mathbf{p}^{\prime \prime} e^{-\beta \epsilon(\mathbf{p})} \delta\left[\epsilon(\mathbf{p})-\epsilon\left(\mathbf{p}^{\prime \prime}\right)\right] \\
& \times\langle\mathbf{p}| A T_{n}[\epsilon(\mathbf{p})+i 0]\left|\mathbf{p}^{\prime \prime}\right\rangle \\
& \left.\times\left\langle\mathbf{p}^{\prime \prime}\right| T_{n}\left[\epsilon\left(\mathbf{p}^{\prime \prime}\right)+i 0\right]\left|\mathbf{p}^{\prime}\right\rangle+\cdots\right)_{e} \tag{3.4}
\end{align*}
$$

$$
\begin{equation*}
\left|\mathbf{p}^{\prime}\right\rangle=e^{i \boldsymbol{\theta} J_{3}}|\mathbf{p}\rangle \tag{3.5}
\end{equation*}
$$

and the energy is

$$
\begin{equation*}
\epsilon(\mathbf{p})=(1 / 2 m) \sum_{i} \mathbf{p}_{i}^{2} \tag{3.6}
\end{equation*}
$$

Note that $\epsilon\left(\mathbf{p}^{\prime}\right)=\epsilon(\mathbf{p})$, so that (3.4) is on-shell.
Our calculations in the following sections will be based on (3.1) or some variant of it. The following conventions will be observed.
(i) The symbol $\mathbf{p}$ without a subscript will be reserved for the set $\mathbf{p}_{\mathbf{1}} \cdots \mathbf{p}_{n}$ momenta in the center of mass $\sum \mathbf{p}_{i}=0$. An individual particle's momenta will always carry a subscript.
(ii) The subscript "c.m." will be suppressed [as it is in (3.1)-(3.4)] with the understanding that we are always working in the c.m. system.
(iii) The mass of all particles will be set equal to $\frac{1}{2}$ so that the energy is $\epsilon(\mathbf{p})=\sum \mathbf{p}_{i}^{2}$. The symbol $\epsilon$ with no argument will also be used as the energy variable in a $T$ matrix, i.e., $T(\xi)$. In this case it need not be the on-shell value of energy.
(iv) When doing algebra and combinatories, the rotation $e^{i \theta J_{3}}$ will usually be suppressed. Since, by rotational invariance, $e^{i \theta J_{3}}$ commutes with all operators of interest, this factor can be reinstated inside the trace at any stage in the calculation. It is best to think of the symbol "Tr" as being equipped, either explicitly or implicitly, with a rotation $e^{i \theta J_{3}}$. The difference between (2.28) and (2.51), for example, is then just the difference between setting $\theta=0$ before or after doing the integration over energy. Furthermore, in explicit calculations of matrix elements, the state $e^{i \theta J_{3}}|\mathbf{p}\rangle$ will usually be denoted simply as $\left|\mathbf{p}^{\prime}\right\rangle$ as in (3.4) and (3.5). When this is done the meaning should be clear from the context.
(v) Exchange will generally be ignored and the exchange operator suppressed.

The general matrix element

$$
\begin{equation*}
\langle\mathbf{p}| T(\epsilon)\left|\mathbf{p}^{\prime}\right\rangle \tag{3.7}
\end{equation*}
$$

will be called 'on-shell" if $\epsilon(\mathbf{p})=\epsilon=\epsilon(\mathbf{p}$ ' $)$, and called "forward" if $\mathbf{p}=\mathbf{p}^{\prime}$. Sometimes $\mid \mathbf{p}$ ' $\rangle$ will be $e^{i \theta J_{3}}\langle\mathbf{p}\rangle$ so that $\epsilon(\mathbf{p})$ is automatically equal to $\epsilon\left(\mathbf{p}^{\prime}\right)$. We shall often encounter $T$ matrices involving only two of the $n$ particles, say particles $i$ and $j$. We shall denote them by

$$
\begin{equation*}
\langle\mathbf{p}| T_{i j}(\epsilon)\left|\mathbf{p}^{\prime}\right\rangle \tag{3.8}
\end{equation*}
$$

where $\mathbf{p}_{k}=\mathbf{p}_{k}^{\prime}$ for $k \neq i, j$ and $\mathbf{p}_{i}+\mathbf{p}_{j}=\mathbf{p}_{i}^{\prime}+\mathbf{p}_{j}^{\prime}$ by momentum conservation. Momentum delta functions are always left out of $T$-matrix elements. The explicit meaning of (3.8) is

$$
\begin{equation*}
\langle\mathbf{p}| T_{i j}(\boldsymbol{\epsilon})\left|\mathbf{p}^{\prime}\right\rangle=\left\langle\mathbf{p}_{i} \mathbf{p}_{j}\right| T\left(\epsilon-\sum_{k \neq i, j} \mathbf{p}_{k}^{2}\right)\left|\mathbf{p}_{i}^{\prime} \mathbf{p}_{j}^{\prime}\right\rangle \tag{3.9}
\end{equation*}
$$

where $T$ is the two-body $T$ matrix and $\epsilon-\sum_{k \neq i, j} \mathbf{p}_{k}^{2}$ is the two-body energy. Invariance under the product of time reversal and parity requires that

$$
\begin{equation*}
\left\langle\mathbf{p}_{i} \mathbf{p}_{j}\right| T(\omega)\left|\mathbf{p}_{i}^{\prime} \mathbf{p}_{j}^{\prime}\right\rangle=\left\langle\mathbf{p}_{i}^{\prime} \mathbf{p}_{j}^{\prime}\right| T(\omega)\left|\mathbf{p}_{i} \mathbf{p}_{j}\right\rangle \tag{3.10}
\end{equation*}
$$

We will find this result very useful. Another useful fact is that

$$
\begin{align*}
& \left\langle\mathbf{p}_{i} \mathbf{p}_{j}\right| T(\omega)\left|\mathbf{p}_{i}^{\prime} \mathbf{p}_{j}^{\prime}\right\rangle \\
& \quad=\left\langle\mathbf{p}_{i}+\mathbf{Q}, \mathbf{p}_{j}+\mathbf{Q}\right| T\left(\omega^{\prime}\right)\left|\mathbf{p}_{i}^{\prime}+\mathbf{Q}, \mathbf{p}_{j}^{\prime}+\mathbf{Q}\right\rangle \tag{3.11}
\end{align*}
$$

for any $\mathbf{Q}$, where $\omega^{\prime}=2 Q^{2}+2 \mathbf{Q} \cdot\left(\mathbf{p}_{i}+\mathbf{p}_{j}\right)+\omega$.
Also, to save writing we introduce the conventional Green's functions

$$
\begin{align*}
G(z) & =(z-H)^{-1} \\
G_{0}(z) & =\left(z-H_{0}\right)^{-1} \tag{3.12}
\end{align*}
$$

Calculations based on (2.38) which start out with $\theta=0$ will be called 'off-shell." (Even though we know that they end up giving on-shell results.) Calculations which start with $\theta \neq 0$ are manifestly on-shell and hence are called "on-shell." Often the on-shell and off-shell calculations can be done at the same time provided we agree to call

$$
\begin{align*}
G_{0}(\epsilon+i \eta)-G_{0}(\epsilon & -i \eta) \\
& =\text { off-shell }-2 \pi i \delta\left(\epsilon-H_{0}\right) \\
G_{0}(\epsilon+i \eta)+G_{0}(\epsilon & -i \eta) \\
& =\text { off-shell } 2 P / \epsilon-H_{0} \tag{3.13}
\end{align*}
$$

and remember to keep $\eta$ fixed and finite until the end of the calculation. In connection with doing both kinds of calculations at once, we remind the reader of convention (iv) above.

In the following section we will be breaking $(\ln S)_{c}$ up into

$$
\begin{equation*}
(\ln S)_{\mathrm{c}}=\left.(\ln S)_{\mathrm{c}}\right|_{\operatorname{sing}}+\left.(\ln S)_{\mathrm{c}}\right|_{\text {nonsing }} \tag{3.14}
\end{equation*}
$$

where $\left.(\ln S)_{c}\right|_{\text {sing }}$ contains all pieces of $(\ln S)_{c}$ which are singular in the forward direction on the energy shell. This splitting of $(\ln S)_{\mathrm{e}}$ into two pieces is not unique, but this will not be important. What we will do is to take a specific division of $(\ln S)_{e}$ and compute only the contribution of $\left.(\ln S)_{\mathrm{e}}\right|_{\text {sing }}$ to $b_{n}$. The remaining contribution from $\left.(\ln S)_{\text {e }}\right|_{\text {nonsing }}$ will be a strictly on-shell object no matter how we choose to compute its trace. Therefore, when we have shown how to use the $\theta \rightarrow 0$ limit to compute the trace of ( $\ln S)\left._{\mathrm{c}}\right|_{\text {sing }}$ we will have shown that all of $b_{n}$ can be expressed in terms of on-shell quantities. Similarly, when we have shown that the "on" and "off" shell methods are equivalent for $\left.(\ln S)_{c}\right|_{\operatorname{sing}}$, we will have shown that they are equivalent for all of $(\ln S)_{c}$.

## 4. SINGULAR THREE-BODY TERMS

The contribution of singular diagrams to $b_{3}$ was studied in detail using an angular momentum representation in II. Here we shall obtain the same results via the small angle limit.

First let us write the logarithm appearing in (3.1) as a series
$\operatorname{Tr}(\ln S)_{\mathrm{c}}=-\sum_{m=1}^{\infty}(1 / m) \operatorname{Tr}\left[2 \pi i \delta\left(\epsilon-H_{0}\right) T(\epsilon+i 0)\right]_{\mathrm{c}}^{m}$.

For simplicity the factor $e^{i \theta J_{3}}$ will be suppressed until needed. In counting the diagrams representing the terms in (4.1), we must keep each distinct diagram only once. Taking advantage of the invariance of the trace under cyclic permutations of operators, the factor $m^{-1}$ may be conveniently eliminated by adopting the convention that two diagrams are the same if they can be obtained from each other by a cyclic permutation of $T$ matrices.

The singular three-body diagrams are given in Fig. 3. We use a wavy line to denote the factor $\left(\epsilon-H_{0}+\right.$ $i 0)^{-1}$, which is part of a single three-body $T$ matrix, in contrast to the factors of $2 \pi i \delta\left(\epsilon-H_{0}\right)$ which join different $T$ matrices and are denoted by solid lines.

Fig. 3. Three-body singular diagrams. The circles (there can be any number of them joined by solid lines), denote twobody $T$ matrices. The wavy line denotes a factor $G_{0}$. Notice that diagrams obtained by cyclically permuting the $T$ matrices are identical by our convention.



Fig. 4. Kinematical variables in evaluating the three-body singular diagrams.

These diagrams are easily summed (see II) giving ${ }^{7}$
$\left.(1 / 2 \pi) \operatorname{Im} \operatorname{Tr}(\ln S)_{c}\right|_{\operatorname{sing}}$
$=-\operatorname{Re} \operatorname{Tr}\left(\delta\left(\epsilon-H_{0}\right) T_{12}^{\dagger}(\epsilon) \mathrm{P} \frac{1}{\epsilon-H_{0}} T_{23}^{\dagger}(\epsilon)\right)$,
where P denotes the principal part, $T_{12}$ and $T_{23}$ are two-body $T$ matrices, and we have used the identity

$$
\begin{align*}
\sum_{m=0}^{\infty}\left[2 \pi i \delta\left(\epsilon-H_{0}\right)\right. & \left.T_{i j}\right]^{m} \\
& =\left[1-2 \pi i \delta\left(\epsilon-H_{0}\right) T_{i j}\right]^{-1} \\
& =1+2 \pi i \delta\left(\epsilon-H_{0}\right) T_{i j}^{\dagger} \tag{4.3}
\end{align*}
$$

For our purpose of illustrating the small angle limit, it is not necessary to perform this sum. It will be clear as we proceed that summing is irrelevant except to simplify the writing.

The kinematic variables are depicted in Fig. 4. Substituting (4.2) into (3.1) and integrating over $\epsilon$, we find

$$
\begin{align*}
b_{3 \text { sing }}= & \lim _{\theta \rightarrow 0}-3^{\frac{3}{2}} \beta \int d \mathbf{p} e^{-\beta \epsilon(\mathbf{p})} \\
& \times \operatorname{Re}\left[\langle\mathbf{p}| T_{23}^{\dagger}(\boldsymbol{\epsilon})\left|\mathbf{p}^{\prime \prime}\right\rangle\right. \\
& \left.\times\left\langle\mathbf{p}^{\prime \prime}\right| T_{12}^{\dagger}(\epsilon)\left|\mathbf{p}^{\prime}\right\rangle \mathbf{P}\left(p_{2}^{2}-p_{2}^{\prime 2}\right)^{-1}\right] \tag{4.4}
\end{align*}
$$

where $\left|\mathbf{p}^{\prime}\right\rangle=e^{i \theta J_{3}}|\mathbf{p}\rangle$ as in (3.5), and the intermediate momenta $\mathbf{p}^{\prime \prime}$ are determined by momentum conservation, i.e.,

$$
\begin{align*}
& \mathbf{p}_{1}^{\prime \prime}=\mathbf{p}_{1} \\
& \mathbf{p}_{3}^{\prime \prime}=\mathbf{p}_{3}^{\prime}  \tag{4.5}\\
& \mathbf{p}_{2}^{\prime \prime}=-\mathbf{p}_{1}^{\prime \prime}-\mathbf{p}_{3}^{\prime \prime}=-\mathbf{p}_{1}-\mathbf{p}_{3}^{\prime}
\end{align*}
$$

Note that whereas the integrand in (4.4) is a piece of the on-shell three-body amplitude, the two-body $T$ matrices $T_{23}^{\dagger}$ and $T_{12}^{\dagger}$ are not on-shell except at the point $p_{2}^{\prime \prime 2}=p_{2}^{2}$. It is convenient to evaluate (4.4) using the variables $p_{1}^{z}, p_{3}^{z}$ and $\nu_{1}, \nu_{3}, \phi$ and $\varphi$ defined by

$$
\begin{gather*}
p_{1}^{x}=\nu_{1} \cos \varphi, \quad p_{1}^{v}=\nu_{1} \sin \varphi \\
p_{3}^{x}=v_{3} \cos (\varphi+\phi), \quad p_{3}^{y}=\nu_{3} \sin (\varphi+\phi) \tag{4.6}
\end{gather*}
$$

We do not need $\mathbf{p}_{2}$ because of the condition $\mathbf{p}_{1}+\mathbf{p}_{2}+$ $\mathbf{p}_{3}=0$. Evidently $\phi$ is the angle between the projections of $\mathbf{p}_{1}$ and $\mathbf{p}_{3}$ onto the $(x, y)$ plane. One easily
verifies that

$$
\begin{equation*}
d \mathbf{p}=(2 \pi)^{-6} v_{1} v_{3} d v_{1} d v_{3} d \phi d \varphi d p_{1}^{z} d p_{3}^{z} \tag{4.7}
\end{equation*}
$$

By rotational invariance, the integrand is independent of $\varphi$, so that integrating over $\varphi$ just gives a factor of $2 \pi$. Also, because the singular denominator

$$
\begin{align*}
p_{2}^{2}-p_{2}^{\prime \prime 2} & =2\left(\mathbf{p}_{1} \cdot \mathbf{p}_{3}-\mathbf{p}_{1} \cdot \mathbf{p}_{3}^{\prime}\right) \\
& =2 v_{1} v_{3}[\cos \phi-\cos (\phi+\theta)] \tag{4.8}
\end{align*}
$$

is independent of $p_{1}^{z}$ and $p_{3}^{z}$, it is convenient to do the integrations over the latter variables first. Defining

$$
\begin{align*}
G\left(\nu_{1}, v_{3}, \phi, \theta\right)= & -(2 \pi)^{-5} 3^{\frac{3}{3}} \beta \int d p_{1}^{z} d p_{3}^{z} e^{-\beta \epsilon(p)} \\
& \times \operatorname{Re}\left[\langle\mathbf{p}| T_{23}^{\dagger}\left|\mathbf{p}^{\prime \prime}\right\rangle\left\langle\mathbf{p}^{\prime \prime}\right| T_{12}^{\dagger}\left|\mathbf{p}^{\prime}\right\rangle\right] \tag{4.9}
\end{align*}
$$

one has

$$
\begin{align*}
b_{3}= & \lim _{\theta \rightarrow 0} \int d v_{1} d v_{3} d \phi G\left(v_{1}, v_{3}, \phi, \theta\right) \\
& \times \mathrm{P}[\cos \phi-\cos (\phi+\theta)]^{-1} . \tag{4.10}
\end{align*}
$$

Note that, as (4.10) stands, the limit as $\theta \rightarrow 0$ cannot be brought inside the integral. This is because we have already set

$$
\begin{aligned}
&\left(\epsilon+i \eta-H_{0}\right)^{-1}-\left(\epsilon-i \eta-H_{0}\right)^{-1} \\
&=-2 \pi i \delta\left(\epsilon-H_{0}\right)
\end{aligned}
$$

to get on shell. We can, however, transform the integrand to a form in which the limit and integral can be interchanged. First we charge variables from $\phi$ to $\phi^{\prime}=\phi+\frac{1}{2} \theta$. Since the integrand is periodic in $\phi$, the limits of $\phi^{\prime}$ can be taken to be the same, $-\pi$ to $\pi$, as those of $\phi$. Then one has

$$
\begin{align*}
b_{3}=\lim _{\theta \rightarrow 0} \int_{0}^{\infty} & \int_{0}^{\infty} \int_{-\pi}^{\pi} d v_{1} d v_{3} d \phi^{\prime} \\
& \times \frac{G\left(\nu_{1}, \nu_{3}, \phi^{\prime}-\frac{1}{2} \theta, \theta\right)}{2 \sin (\theta / 2)} \mathrm{P} \frac{1}{\sin \phi^{\prime}} . \tag{4.11}
\end{align*}
$$

Next we note that, by rotational invariance, the rotation $e^{i \theta J_{3}}$ could have been replaced by $e^{-i \theta J_{3}}$ without in any way effecting the value of the trace. Thus we can add to (4.11) the same expression with $\theta$ replaced by $-\theta$ and divide by two to obtain
$b_{3 \text { sing }}$
$=\lim _{\theta \rightarrow 0} \frac{1}{2} \int d \nu_{1} d \nu_{3} d \phi^{\prime}$
$\times \frac{\left[G\left(\nu_{1}, v_{3}, \phi^{\prime}-\theta / 2, \theta\right)-G\left(\nu_{1}, v_{3}, \phi^{\prime}+\theta / 2,-\theta\right)\right]}{2 \sin \theta / 2}$
$\times \mathrm{P} \frac{1}{\sin \phi^{\prime}}$
$=\frac{1}{2} \int d v_{1} d v_{3} d \phi\left(-\frac{1}{2} \frac{\partial G}{\partial \phi}\left(v_{1}, v_{3}, \phi, 0\right)\right.$

$$
\begin{equation*}
\left.+\frac{\partial G}{\partial \theta}\left(v_{1}, \nu_{3}, \phi, 0\right)\right) \mathrm{P} \frac{1}{\sin \phi}, \tag{4.12}
\end{equation*}
$$

which is finite since $G$ is finite as $\theta \rightarrow 0$. Since the integrand is periodic in $\phi^{\prime}$, integration over the principle part of $\left(\sin \phi^{\prime}\right)^{-1}$ is well defined.

Now let us compute the derivatives of $G$ which appear in (4.12). To this end, we display the general functional form of the $T$ matrices by writing

$$
\begin{align*}
\langle\mathbf{p}| T_{23}^{\dagger}(\epsilon)\left|\mathbf{p}^{\prime \prime}\right\rangle & =\left\langle\mathbf{p}_{2} \mathbf{p}_{\mathbf{3}}\right| T^{\dagger}\left(\epsilon-p_{1}^{2}\right)\left|\mathbf{p}^{\prime \prime} \mathbf{p}_{3}^{\prime}\right\rangle \\
& =F\left(\omega, \omega^{\prime \prime}, t, \epsilon^{\prime}\right), \tag{4.13}
\end{align*}
$$

where

$$
\begin{align*}
\epsilon^{\prime} & =\epsilon-p_{1}^{2}, \\
\omega & =\left(\mathbf{p}_{3}-\mathbf{p}_{2}\right)^{2} \\
& =\left(2 p_{3}^{z}+p_{1}^{z}\right)^{2}+4 v_{3}^{2}+\nu_{1}^{2}+4 v_{1} v_{3} \cos \phi, \\
\omega^{\prime \prime} & =\left(\mathbf{p}_{3}^{\prime}-\mathbf{p}_{2}^{\prime \prime}\right)^{2}  \tag{4.14}\\
& =\left(2 p_{3}^{z}+p_{1}^{z}\right)^{2}+4 v_{3}^{2}+\nu_{1}^{2}+4 v_{1} v_{3} \cos (\phi+\theta), \\
t & =\left(\mathbf{p}_{3}-\mathbf{p}_{3}^{\prime}\right)^{2}=2 \nu_{3}^{2}(1-\cos \theta),
\end{align*}
$$

and the total energy $\epsilon$ is

$$
\begin{align*}
\epsilon(\mathbf{p}) & =\mathbf{p}_{1}^{2}+\mathbf{p}_{2}^{2}+\mathbf{p}_{3}^{2} \\
& =2\left[\left(p_{1}^{z}\right)^{2}+\left(p_{3}^{z}\right)^{2}+p_{1}^{z} p_{3}^{z}+\nu_{1}^{2}+v_{3}^{2}+v_{1} v_{3} \cos \phi\right] \tag{4.15}
\end{align*}
$$

According to (3.10), $F$ is symmetric in $\omega$ and $\omega^{\prime \prime}$, that is

$$
\begin{equation*}
F\left(\omega, \omega^{\prime \prime}, t, \epsilon\right)=F\left(\omega^{\prime \prime}, \omega, t, \epsilon\right) . \tag{4.16}
\end{equation*}
$$

It is now straightforward to compute the desired angular derivatives of $\langle\mathbf{p}| T_{23}^{\dagger}\left|\mathbf{p}^{\prime \prime}\right\rangle$. One finds

$$
\begin{align*}
& \left.\left(-\frac{1}{2} \frac{\partial}{\partial \phi}+\frac{\partial}{\partial \theta}\right) F\right|_{\theta=0} \\
& \quad=\left.2 v_{1} v_{3} \sin \phi\left(\frac{\partial F}{\partial \omega}-\frac{\partial F}{\partial \omega^{\prime \prime}}+\frac{1}{2} \frac{\partial F}{\partial \epsilon^{\prime}}\right)\right|_{\substack{\omega=0, \prime^{\prime} \\
t=0}}, \tag{4.17}
\end{align*}
$$

but according to (4.16)

$$
\begin{equation*}
\left.\frac{\partial F}{\partial \omega}\right|_{\omega=\omega^{\prime \prime}}=\left.\frac{\partial F}{\partial \omega^{\prime \prime}}\right|_{\omega=\omega^{\prime \prime}} \tag{4.18}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left.\left(-\frac{1}{2} \frac{\partial}{\partial \phi}+\frac{\partial}{\partial \theta}\right) F\right|_{\theta=0}=-\left.v_{1} v_{3} \sin \phi \frac{\partial F}{\partial \epsilon}\right|_{\substack{\omega=\omega \\ t=0}}, \tag{4.19}
\end{equation*}
$$

and

$$
\begin{align*}
\left(-\frac{1}{2} \frac{\partial}{\partial \phi}\right. & \left.+\frac{\partial}{\partial \theta}\right)\left.\langle\mathbf{p}| T_{23}^{\dagger}(\epsilon)\left|\mathbf{p}^{\prime \prime}\right\rangle\right|_{\theta=0} \\
& =-\left.v_{1} \nu_{3} \sin \phi\langle\mathbf{p}| \frac{\partial}{\partial \epsilon} T_{23}^{\dagger}(\epsilon)|\mathbf{p}\rangle\right|_{\epsilon=\epsilon(\mathbf{p})} . \tag{4.20}
\end{align*}
$$

Obviously, the same result holds for the derivatives of $\left\langle\mathbf{p}^{\prime \prime}\right| T_{12}^{\dagger}\left|\mathbf{p}^{\prime}\right\rangle$, and clearly

$$
\begin{equation*}
\left.\left(\frac{1}{2} \frac{\partial}{\partial \phi}+2 \frac{\partial}{\partial \theta}\right) e^{-\beta \epsilon}\right|_{\theta=0}=-\left.v_{1} v_{3} \sin \phi \frac{\partial}{\partial \epsilon} e^{-\beta \epsilon}\right|_{\epsilon=\epsilon(p)} \tag{4.21}
\end{equation*}
$$

Then putting everything together, one has

$$
\begin{align*}
\left(-\frac{1}{2} \frac{\partial}{\partial \phi}\right. & \left.+\frac{\partial}{\partial \theta}\right)\left.G\right|_{\theta=0} \\
= & \frac{\nu_{1} \nu_{3} \sin \phi 3^{\frac{3}{2}}}{(2 \pi)^{5}} \int d p_{1}^{z} d p_{3}^{z} \frac{\partial}{\partial \epsilon} \\
& \left.\times\left[e^{-\beta \epsilon} \operatorname{Re}\langle\mathbf{p}| T_{23}^{\dagger}(\epsilon)|\mathbf{p}\rangle\langle\mathbf{p}| T_{12}^{\dagger}(\epsilon)|\mathbf{p}\rangle\right]\right]_{\epsilon \in \epsilon(\mathbf{p})}, \tag{4.22}
\end{align*}
$$

and changing variables back to $\mathbf{p}$, the final result is

$$
\begin{align*}
b_{3 \operatorname{sing}}=\frac{3^{\frac{3}{2}} \beta}{2} \operatorname{Re} \int & d \mathbf{p} \frac{\partial}{\partial \epsilon}\left[e^{-\beta \epsilon}\left\langle\mathbf{p}_{2} \mathbf{p}_{3}\right| T_{23}^{\dagger}(\epsilon)\left|\mathbf{p}_{2} \mathbf{p}_{3}\right\rangle\right. \\
& \left.\times\left\langle\mathbf{p}_{1} \mathbf{p}_{2}\right| T_{12}^{\dagger}(\epsilon)\left|\mathbf{p}_{1} \mathbf{p}_{2}\right\rangle\right]\left.\right|_{\epsilon=\epsilon(p)} . \tag{4.23}
\end{align*}
$$

Thus we have an explicit example of how the small angle limit can be used to give well-defined expressions for $b_{n}$ in terms of on-shell scattering amplitudes. Note that (4.23) does contain some off-shell derivatives of two-body amplitudes. These are, however, part of the on-shell three-body amplitude. This should not be surprising if one remembers that the on-shell threebody $T$ matrix as constructed from, say, the Fadeev equations, depends on the complete off-shell two-body $T$ matrix, not just its on-shell value. What counts in the present context is only that $b_{3}$ can be written in terms of on-shell three-body amplitudes. This is guaranteed by the fact that, for finite $\theta$, our calculations are explicitly on-shell. The result in (4.23) is obtained by letting $\theta$ approach zero after calculating with finite $\theta$ and is therefore an on-shell quantity. The part $b_{3}$ nonsing of $b_{3}$ which comes from the rest of the expansion of $\ln S$ is also explicitly on-shell. Thus we have obtained an expression for $b_{3}$ which contains only strictly on-shell three-body scattering amplitudes.

As stated above, we can also obtain (4.23) starting with (2.28), where $\theta=0$ from the beginning. This calculation starts off-shell. If in (4.2) we substitute (3.13), the result is

$$
\begin{aligned}
(1 / 2 \pi) & \operatorname{Im} \\
= & \left.\operatorname{Tr}(\ln S)_{\mathrm{e}}\right|_{\operatorname{sing}} \\
= & (1 / 4 \pi) \operatorname{Im} \operatorname{Tr}\left\{\left[G_{0}(\epsilon+i \eta)-G_{0}(\epsilon-i \eta)\right] T_{12}^{\dagger}(\epsilon)\right. \\
& \left.\times\left[G_{0}(\epsilon+i \eta)+G_{0}(\epsilon-i \eta) T_{23}^{\dagger}(\epsilon)\right]\right\} .
\end{aligned}
$$

Inserting the intermediate state to bring (4.24) into the form of (4.4) with the $\epsilon$ integration not yet done, one finds

$$
\begin{align*}
b_{3 \operatorname{sing}}= & \frac{-3^{\frac{3}{3}} \beta}{4 \pi} \operatorname{Im} \int d \epsilon e^{-\beta \epsilon} \int d \mathbf{p} \\
& \times\left\{[\epsilon-\epsilon(\mathbf{p})+i \eta]^{-1}-[\epsilon-\epsilon(\mathbf{p})-i \eta]^{-1}\right\} \\
& \times\left\{[\epsilon-\epsilon(\mathbf{p})+i \eta]^{-1}+[\epsilon-\epsilon(\mathbf{p})-i \eta]^{-1}\right\} \\
& \times\langle\mathbf{p}| T_{12}^{\dagger}(\epsilon)|\mathbf{p}\rangle\langle\mathbf{p}| T_{23}^{\dagger}(\epsilon)|\mathbf{p}\rangle, \tag{4.25}
\end{align*}
$$

since for $\theta=0, \mathbf{p}=\mathbf{p}^{\prime}=\mathbf{p}^{\prime \prime}$. Now we proceed as we did in (2.36) we obtain

$$
\begin{align*}
b_{3 \text { sing }}=\frac{-3^{\frac{3}{2}} \beta}{2} & \operatorname{Re} \int d \epsilon e^{-\beta \epsilon} \int d \mathbf{p} \delta^{\prime}[\epsilon-\epsilon(\mathbf{p})] \\
& \times\langle\mathbf{p}| T_{12}^{\dagger}(\epsilon)|\mathbf{p}\rangle\langle\mathbf{p}| T_{23}^{\dagger}(\epsilon)|\mathbf{p}\rangle, \tag{4.26}
\end{align*}
$$

which is clearly the same as (4.23). The off-shell calculation is obviously much easier, but, having obtained (4.23) in this manner, we would then have to show that we are really dealing with an on-shell object. This would essentially amount to going through the whole $\theta \rightarrow 0$ business to show that the integrand in (4.23) was a certain limit of the on-shell three-body amplitude as one approaches the forward direction.

## 5. SINGULAR DIAGRAMS IN $b_{4}$

Due to algebraic complexities, it is very difficult to apply the same kind of detailed analysis on $b_{3 \text { sing }}$ to the singular diagrams of arbitrary number of particles. While already vast in number and complex in structure, such a detailed analysis can still be done for the four-body diagrams with a reasonable amount of labor. Although those with more than four particles are much more complicated, we feel that the fourbody ones already contain most of the qualitative features of singular diagrams in general.
Our purpose here is not to evaluate the contribution of all four-body singular diagrams to $b_{4}$, but to demonstrate the small angle limit interpretation of the $S$-matrix formula for $b_{4}$ by evaluating representative singular diagrams and thereby exhibiting qualitative features which are absent in three-body diagrams.

Figure 5 shows typical four-body singular diagrams. The ones in Fig. 5(a) are made up of two nonsingular parts joined by a single energy denominator or $\delta$ function. They are qualitatively the same as those threebody diagrams shown in Fig. 3. The ones in Figs. 5(b), and 5 (c) are characterized by two intermediate $\delta$ functions, or two energy denominators, or one each,

(a)


(b)





(c)

Fig. 5. Four-body singular diagrams without exchanges. (a) Diagrams with two nonsingular parts joined by one line. (b), (c) Diagrams with three nonsingular parts joined by two single lines.
joining three nonsingular parts. These are, roughly speaking, more singular than the three-body diagrams. There are also singular diagrams involving "exchanges" owing to the identity of particles. These singular diagrams will be discussed later in this section. We now proceed to study the diagrams in Fig. 5. For the clarity of discussion, we shall leave the part of algebra which is too complicated for a continuous presentation to the appendices, which may also be read independently.

We will not make explicit changes of variables in the integrals as was done in the calculation of $b_{3 \text { sing }}$. Rather, the actual changes to cylindrical coordinates will be left to the readers imagination. Also, we will generally ignore the $z$ components of momenta. It is clear that the $p^{z}$ played no real role in $b_{3}$, and we might as well have worked in an imaginary two dimensional world. We will make heavy use of the symmetry of various integrands with respect to rotations, interchange of particle labels and interchange of initial and final momenta in a $T$-matrix
element. Equation (3.10) will be used often and should be kept in mind.

## A. Diagrams a

The contribution of diagrams of the type shown in Fig. 5(a) can be summarized as

$$
\begin{align*}
-\frac{1}{2 \pi} \operatorname{Im} & (\operatorname{Tr} \ln S)_{a} \\
& =\operatorname{Re} \operatorname{Tr} \delta\left(\epsilon-H_{0}\right) \Lambda_{2} \mathrm{P}\left(1 / \epsilon-H_{0}\right) \Lambda_{3}, \tag{5.1}
\end{align*}
$$

which resembles (4.2). $\Lambda_{2}$ and $\Lambda_{3}$ are nonsingular parts involving two and three particles, respectively. The small angle limit can be carried out the same way as was done in the last section, and will not be repeated here.

## B. Diagram b

This subsection is a simplified version of Appendix C .

First let us sum the repeated two-body $T$ matrices in Fig. 5(b) to obtain $T^{\dagger}$ 's. Again, this is unnecessary

(a)

(b)

Fig. 6. Geometry of the momenta in Fig. 5(b).
except for a simpler notation. We have

$$
\begin{align*}
- & (1 / 2 \pi) \operatorname{Im}(\operatorname{Tr} \ln S)_{b} \\
= & \operatorname{Re} \operatorname{Tr} \delta\left(\epsilon-H_{0}\right)\left[T_{12}^{\dagger} G_{0} T_{13}^{\dagger} G_{0} T_{14}^{\dagger}\right. \\
& +T_{12}^{\dagger} 2 \pi i \delta\left(\epsilon-H_{0}\right) T_{13}^{\dagger} G_{0} T_{14}^{\dagger} \\
& \left.+\frac{1}{3} T_{12}^{\dagger} 2 \pi i \delta\left(\epsilon-H_{0}\right) T_{13}^{\dagger} 2 \pi i \delta\left(\epsilon-H_{0}\right) T_{14}^{\dagger}\right] . \tag{5.2}
\end{align*}
$$

The factor $\frac{1}{3}$ in the last factor is to compensate for the fact that the cyclic permutations of the last diagram are identical. Substituting (5.2) in (3.1), we find their contribution to $b_{4}$ :

$$
\begin{align*}
4^{-\frac{3}{2}}\left(b_{4}\right)_{b}= & -\lim _{\theta \rightarrow 0} \beta \int d \mathbf{p} e^{-\beta \epsilon(\mathbf{p})} \\
& \times \operatorname{Re}\langle\mathbf{p}| T_{12}^{\dagger}\left|\mathbf{p}^{\prime \prime}\right\rangle\left\langle\mathbf{p}^{\prime \prime}\right| T_{13}^{\dagger}\left|\mathbf{p}^{\prime \prime \prime}\right\rangle\left\langle\mathbf{p}^{\prime \prime \prime}\right| T_{14}^{\dagger}\left|\mathbf{p}^{\prime}\right\rangle \\
& \times\left[\mathbf{P}\left(p_{1}^{2}-p_{1}^{\prime \prime 2}\right)^{-1} \mathrm{P}\left(p_{1}^{2}-p_{1}^{\prime \prime 2}\right)^{-1}\right. \\
& \left.-\frac{1}{3} \pi^{2} \delta\left(p_{1}^{2}-p_{1}^{\prime \prime 2}\right) \delta\left(p_{1}^{2}-p_{1}^{\prime \prime 2}\right)\right] \tag{5.3}
\end{align*}
$$

We shall ignore the $z$ components of the momenta, since they are irrelevant here. Figure 6 shows the geometry of the vectors $\mathbf{p}_{1}, \mathbf{p}_{1}^{\prime \prime}$, and $\mathbf{p}_{1}^{\prime \prime \prime}$ and $\mathbf{p}_{1}^{\prime}$. The $T$-matrix elements together with the Boltzmann factor is a function of $p_{1}, p_{1}^{\prime \prime}, p_{1}^{\prime \prime \prime}, \theta_{1}, \theta_{2}$, and $\theta_{3}$. Except for the total energy variable [see (C4)]

$$
\begin{equation*}
\epsilon(\mathbf{p})=p_{1}^{2}+p_{2}^{2}+p_{3}^{2}+p_{4}^{2} \tag{5.4}
\end{equation*}
$$

which is not symmetric in $p_{1}^{2}, p_{1}^{\prime \prime 2}$, and $p_{1}^{\prime \prime \prime 2}$ because of the $p_{1}^{2}$ term, the product of the three $T$-matrix elements is otherwise completely symmetric in $\mathbf{p}_{1}, \mathbf{p}_{1}^{\prime \prime}$, and $\mathbf{p}_{1}^{\prime \prime \prime}$. We may regard $\mathbf{p}_{1}, \mathbf{p}_{1}^{\prime \prime}, \mathbf{p}_{1}^{\prime \prime \prime}$ as the integration variables. For any function $u\left(p_{1}^{2}\right)$ which, in addition to its $p_{1}^{2}$ dependence explicitly indicated, is also a symmetric function of $p_{1}^{2}, p_{1}^{\prime \prime 2}$, and $p_{1}^{\prime \prime 2}$, we have

$$
\begin{align*}
& u\left(p_{1}^{2}\right)\left[\mathrm{P}\left(p_{1}^{2}-p_{1}^{\prime \prime 2}\right)^{-1} \mathrm{P}\left(p_{1}^{2}-p_{1}^{\prime \prime \prime 2}\right)^{-1}-\left(\pi^{2} / 3\right) \delta\left(p_{1}^{2}-p_{1}^{\prime \prime \prime 2}\right)\right] \\
&= \frac{1}{3}\left[u\left(p_{1}^{2}\right) \mathrm{P}\left(p_{1}^{2}-p_{1}^{\prime \prime 2}\right)^{-1} \mathrm{P}\left(p_{1}^{2}-p_{1}^{\prime \prime 2}\right)^{-1}\right. \\
&+u\left(p_{1}^{\prime \prime 2}\right) \mathrm{P}\left(p_{1}^{\prime \prime 2}-p_{1}^{2}\right)^{-1} \mathrm{P}\left(p_{1}^{\prime \prime 2}-p_{1}^{\prime \prime \prime}\right)^{-1} \\
&+u\left(p_{1}^{\prime \prime 2}\right) \mathrm{P}\left(p_{1}^{\prime \prime 2}-p_{1}^{2}\right)^{-1} \mathrm{P}\left(p_{1}^{\prime \prime 2}-p_{1}^{\prime \prime 2}\right)^{-1} \\
&\left.-\pi^{2} \delta\left(p_{1}^{2}-p_{1}^{\prime \prime 2}\right) \delta\left(p_{1}^{2}-p_{1}^{\prime^{\prime \prime 2}}\right) u\left(p_{1}^{2}\right)\right] . \tag{5.5}
\end{align*}
$$

Let $\overline{p_{1}^{2}}=\frac{1}{3}\left(p_{1}^{2}+p_{1}^{\prime \prime 2}+p_{1}^{\prime \prime 2}\right)$ and expand $u$ around $\overline{p_{1}^{2}}$. (5.5) reduces to

$$
\begin{equation*}
\frac{1}{6} \frac{\partial^{2}}{\partial\left(p_{1}^{2}\right)^{2}} u\left(\overline{p_{1}^{2}}\right)+O\left(p_{1}^{2}-\overline{p_{1}^{2}}, p_{1}^{\prime \prime 2}-\overline{p_{1}^{2}}, p_{1}^{\prime \prime 2}-\overline{p_{1}^{2}}\right) \tag{5.6}
\end{equation*}
$$

It follows that as $\theta \rightarrow 0$, when $p_{1}^{2}, p_{1}^{\prime \prime 2}, p_{1}^{\prime \prime \prime 2}$, and $\overline{p_{1}^{2}}$ all become the same, we have

$$
\frac{\partial}{\partial \overline{p_{1}^{2}}} \rightarrow \frac{\partial}{\partial \epsilon(\mathbf{p})}
$$

and, for (5.3),

$$
\begin{align*}
4^{-\frac{s}{2}}\left(b_{4}\right)_{b}=-\beta \int d \mathbf{p} \frac{1}{6} \frac{\partial^{2}}{\partial \epsilon^{2}} & \left(e^{-\beta \epsilon}\langle\mathbf{p}| T_{14}^{\dagger}|\mathbf{p}\rangle\langle\mathbf{p}| T_{13}^{\dagger}(\epsilon)|\mathbf{p}\rangle\right. \\
& \left.\times\langle\mathbf{p}| T_{12}^{\dagger}(\epsilon)|\mathbf{p}\rangle\right)_{\epsilon=\epsilon(\mathbf{p})} . \tag{5.7}
\end{align*}
$$

This result can also be obtained from an off-shell calculation as shown in Appendix C.

The spirit of the above calculation is quite clear: One takes advantage of the symmetries and transforms the integrand into a form where the $\theta \rightarrow 0$ limit becomes obvious. In spite of the principle parts and $\delta$ functions, the expression (5.5) is effectively a smooth function of $\theta$ as shown by (5.6).

## C. Diagrams c

Next we apply the small angle limit prescription to the evaluation of the diagrams in Fig. 5(c). These diagrams are different from those in Fig. 5(b) in that they do not possess symmetry under cyclic permutation and are more difficult to evaluate. This subsection is a summary of the steps leading to a clear small angle limit. The full detailed discussion is given in Appendix D , which is complete by itself.

Figure 5(c) gives, after being summed over repeated two-body $T$ matrices,

$$
\begin{align*}
&-(1 / 2 \pi) \operatorname{Im}(\operatorname{Tr} \ln S)_{\mathrm{c}} \\
&= \operatorname{Re} \operatorname{Tr} \delta\left(\epsilon-H_{0}\right)\left[T_{34}^{\dagger} G_{0} T_{23}^{\dagger} G_{0} T_{12}^{\dagger}\right.  \tag{1}\\
&+T_{32}^{\dagger} 2 \pi i \delta\left(\epsilon-H_{0}\right) T_{23}^{\dagger} G_{0} T_{12}^{\dagger}  \tag{2}\\
& \quad+T_{34}^{\dagger} G_{0} T_{23}^{\dagger} 2 \pi i \delta\left(\epsilon-H_{0}\right) T_{12}^{\dagger}  \tag{3}\\
& \quad+T_{34}^{\dagger} 2 \pi i \delta\left(\epsilon-H_{0}\right) T_{23}^{\dagger} 2 \pi i \delta\left(\epsilon-H_{0}\right) T_{12}^{\dagger}  \tag{4}\\
& \quad+T_{23}^{\dagger} G_{0} T_{12}^{\dagger} G_{0} T_{34}^{\dagger}  \tag{5}\\
& \quad+T_{12}^{\dagger} G_{0} T_{34}^{\dagger} G_{0} T_{23}^{\dagger}  \tag{6}\\
&\left.\quad+T_{23}^{\dagger} G_{0} T_{12}^{\dagger} \pi i \delta\left(\epsilon-H_{0}\right) T_{34}^{\dagger}\right], \tag{7}
\end{align*}
$$

where the labels (1)-(7) identify the terms with the diagrams in Fig. 5(c). Taking advantage of the symmetries under space inversion, time reversal, and interchanging particle labels, we can simplify (5.8)


Fig. 7. (a) Definition of angles in evaluating Fig. 5(c). (b) The two-body $T$ matrices in Fig. 5(c). (c) A term in the perturbation expansion for $T_{23}^{\dagger}$.
considerably and obtain

$$
\begin{align*}
- & \frac{1}{2 \pi} \operatorname{Im}(\operatorname{Tr} \ln S)_{\mathrm{e}} \\
= & \operatorname{Re} \operatorname{Tr} \delta\left(\epsilon-H_{0}\right)\left\{T_{34}^{\dagger}\left(P / \epsilon-H_{0}\right) T_{23}^{\dagger}\left(P / \epsilon-H_{0}\right) T_{12}^{\dagger}\right. \\
& +T_{23}^{\dagger}\left(P / \epsilon-H_{0}\right)\left[T_{21}^{\dagger}\left(P / \epsilon-H_{0}\right) T_{34}^{\dagger}\right. \\
& \left.+T_{34}^{\dagger}\left(P / \epsilon-H_{0}\right) T_{12}^{\dagger}\right] \\
& \left.+\pi^{2} T_{23}^{\dagger} \delta\left(\epsilon-H_{0}\right) T_{12}^{\dagger} \delta\left(\epsilon-H_{0}\right) T_{34}^{\dagger}\right\} . \tag{5.9}
\end{align*}
$$

For a simple illustration of the main point of the calculation, let us regard the two-body $T$-matrix elements in (5.9) as constants. We substitute (5.9) in (3.1) and integrate over $\epsilon$. A little algebra gives

$$
\begin{align*}
\left(b_{4}\right)_{b}= & -4^{\frac{3}{2}} \beta \int d \mathbf{p} e^{-\beta \epsilon(\mathcal{D})}\left(T^{\dagger}\right)^{3} \\
& \times 2 \mathrm{P} \frac{1}{2 \mathbf{p}_{1} \cdot\left(\mathbf{k}^{\prime}-\mathbf{k}\right)} \mathbf{P} \frac{1}{2 \mathbf{p}_{4} \cdot\left(\mathbf{k}-\mathbf{k}^{\prime}\right)} \tag{5.10}
\end{align*}
$$

where the vectors $\mathbf{k}$ and $\mathbf{k}^{\prime}$ are defined as

$$
\begin{align*}
\mathbf{k} & =\mathbf{p}_{1}+\mathbf{p}_{2}=-\mathbf{p}_{3}-\mathbf{p}_{4}, \\
\mathbf{k}^{\prime} & =\mathbf{p}_{1}^{\prime}+\mathbf{p}_{3}^{\prime}=-\mathbf{p}_{3}^{\prime}-\mathbf{p}_{4}^{\prime} . \tag{5.11}
\end{align*}
$$

Equation (5.10) is analogous to (4.4). It has two denominators instead of one. It suggests that we can do the same as we did in Sec. 4 for each denominator. Let us define the angles $\phi_{1}$ and $\phi_{4}$ by Fig. 7(a). Then

$$
\begin{aligned}
p_{2}^{2} & =p_{1}^{2}+k^{2}+p_{1} k \cos \phi_{1}, \\
p_{3}^{2} & =p_{4}^{2}+k^{2}+p_{4} k \cos \phi_{4}, \\
\epsilon(\mathbf{p}) & =2\left(p_{1}^{2}+p_{4}^{2}+p_{1} k \cos \phi_{1}+p_{4} k \cos \varphi_{4}\right) .
\end{aligned}
$$

We then change the variables $\phi_{1}, \phi_{4}$ to $\phi_{1}-\theta / 2$, $\phi_{4}+\theta / 2$ so that we have

$$
\begin{align*}
-2 \mathbf{k} \cdot \mathbf{p}_{1} & =2 k p_{1} \cos \left(\phi_{1}-\theta / 2\right) \\
-2 \mathbf{k}^{\prime} \cdot \mathbf{p}_{1}=2 k p_{1} \cos \left(\phi_{1}+\theta / 2\right) & \equiv x^{+}, \\
2 \mathbf{k} \cdot \mathbf{p}_{4}=2 k p_{4} \cos \left(\phi_{4}+\theta / 2\right) & \equiv y^{+}  \tag{5.13}\\
2 \mathbf{k}^{\prime} \cdot \mathbf{p}_{4} & =2 k p_{4} \cos \left(\phi_{4}-\theta / 2\right)
\end{align*}>y^{-} .
$$

The total energy is, by (5.12),

$$
\begin{equation*}
\epsilon(\mathbf{p})=2\left(p_{1}^{2}+p_{4}^{2}+k^{2}\right)+x^{-}+y^{+} \tag{5.14}
\end{equation*}
$$

Thus, the integrand of (5.10) is proportional to

$$
\begin{align*}
e^{-\beta x^{-}} \mathrm{P}\left(x^{-}-\right. & \left.x^{+}\right)^{-1} e^{-\beta y^{+}} \mathrm{P}\left(y^{+}-y^{-}\right)^{-1} \\
= & \frac{1}{4} \mathrm{P}\left[e^{-\beta x^{-}}-e^{-\beta x^{+}} /\left(x^{-}-x^{+}\right)\right] \\
& \quad \times \mathrm{P}\left[\left(e^{-\beta y^{-}}-e^{-\beta y^{-}}\right) /\left(y^{+}-y^{-}\right)\right], \tag{5.15}
\end{align*}
$$

where we have symmetrized this integrand by taking advantage of the fact that when $\phi_{1,4} \rightarrow-\phi_{1,4}$, $x^{ \pm}, y^{ \pm} \rightarrow x^{\mp}, y^{\mp}$. As $\theta \rightarrow 0$, we have $x^{+}, y^{+} \rightarrow x^{-}, y^{-}$ and (5.15) becomes the second derivative of the Boitzmann factor with respect to $\epsilon(\mathbf{p})$. Equation (5.10) becomes

$$
\begin{equation*}
\left(b_{4}\right)_{b}=-4^{\frac{3}{2}} \beta \int d \mathbf{p} \frac{1}{2} \frac{\partial^{2}}{\partial \epsilon(\mathbf{p})^{2}} e^{-\beta \epsilon(\mathrm{P})}\left(T^{\dagger}\right)^{3} \tag{5.16}
\end{equation*}
$$

When the $p$ dependence of the $T$-matrix elements are taken into account, the algebra becomes more complicated but the procedure is about the same. The calculation in Appendix D shows that

$$
\begin{align*}
\left(b_{4}\right)_{b}= & -4^{\frac{3}{2}} \beta \int d \mathbf{p} \frac{1}{2}\left(\frac{\partial^{2}}{\partial \epsilon^{2}} e^{-\beta \epsilon}\langle\mathbf{p}| T_{34}^{\dagger}(\epsilon)|\mathbf{p}\rangle\right. \\
& \left.\times\langle\mathbf{p}| T_{23}^{\dagger}(\epsilon)|\mathbf{p}\rangle\langle\mathbf{p}| T_{12}^{\dagger}(\epsilon)|\mathbf{p}\rangle\right)_{\epsilon=\epsilon(\mathbf{p}\rangle} \tag{5.17}
\end{align*}
$$

It is easily shown that (5.17) can be obtained by using off-shell forward amplitudes. [See (D34) and (D35).]

## D. Singular Exchange Diagrams

For the sake of simplicity we have ignored the identity of particles. As was shown in detail in Paper I, it can be accounted for by introducing an antisymmetrization operator $A$ for Fermions (a symmetrization operator for Bosons) into the trace. It is sufficient to discuss the Fermion case here. We have

$$
\begin{align*}
\operatorname{Tr}(\ln S)_{\mathrm{c}} & \rightarrow \operatorname{Tr}(A \ln S)_{\mathrm{c}}, \\
A & =\sum_{p}(-)^{P} P \tag{5.18}
\end{align*}
$$

where $P$ permutes the particle labels, $(-)^{P}= \pm 1$ depending on whether $P$ is even or odd, and the connected diagrams defined by the subscript c now include those joined by exchanges.

(a)


(b)

(c)

(d)

(f)

(e)

(g)

Fig. 8. Four-body singular diagrams with exchange. (a) Exchange unrelated to the singular behavior. (b) Singular behavior closely related to exchange. (c) These diagrams are already included in (b) since they are cyclic permutations of those in (b). In (3), we have inverted the order of the labels. (d) and (e) are equivalent (by cyclic permutation). (f) This is not a singular diagram. It is equivalent to (g).

As can be easily shown, for three-body diagrams, those involving exchange are nonsingular. This is not the case for four-body diagrams. Figure 8 shows the general singular four-body exchange diagrams that are qualitatively different from the diagrams we discussed so far. Those with exchanges within twobody $T$ matrices will not be discussed since they correspond to modifications of two-body $T$ matrices only.

Notice that we still keep our diagram convention that each diagram includes all cyclic permutations of its $T$ matrices. For example, the diagrams in Fig. 8 (c) are already included in 8(b) and must not be counted again.

In the diagrams shown in Fig. 8(a), the exchange involves particles 3 and 4, which play no role in the singular energy denominator. These diagrams can thus be included in the category of Fig. 5(a), which has been discussed already. The diagrams in Fig. 8(b)
will be studied in detail shortly. They are the only four-body singular exchange diagrams which cannot be included in Fig. 5(a). The diagram in Fig. 8(d) may look like the third diagram in Fig. 8(b), but because of the order of the $T$ matrices it is quite different, as one can write down in detail and see. In fact, it is already included in Fig. 8(e), which again falls in the category of Fig. 5(a). The one in Fig. 8(f) is not singular despite its appearance. It is equivalent to the one in $8(\mathrm{~g})$.

The diagrams in Fig. 8(b) are either disconnected pieces joined by an exchange, or with the singular denominator (or $\delta$ function) involving the exchanged particle. Let us write down their contribution to $-(1 / 2 \pi) \operatorname{Im}(\operatorname{Tr} A \ln S)_{c}$;
$\operatorname{Re} \operatorname{Tr}\left(-P_{23}\right) \delta\left(\epsilon-H_{0}\right) T_{34}^{\dagger} G_{0} T_{12}^{\dagger}, \quad$ from 1,
$\operatorname{Re} \operatorname{Tr}\left(-P_{23}\right) \delta\left(\epsilon-H_{0}\right) T_{24}^{\dagger} G_{0} T_{12}^{\dagger}, \quad$ from 2,
$\operatorname{Re} \operatorname{Tr}\left(-P_{23}\right) \delta\left(\epsilon-H_{0}\right)\left[\frac{1}{2} T_{34}^{\dagger} 2 \pi i \delta\left(\epsilon-H_{0}\right) T_{12}^{\dagger}\right.$

$$
\begin{equation*}
\left.+\frac{1}{2} T_{24}^{\dagger} 2 \pi i \delta\left(\epsilon-H_{0}\right) T_{12}^{\dagger}\right], \quad \text { from } 3 \tag{5.19}
\end{equation*}
$$

where we have summed the repeated two-body $T$ matrices to obtain the $T^{\dagger}$ 's, $P_{23}$ exchanges 2 and 3 , and we have written the contribution of Diagram 3 as the average of (b3) and (c3). Combining the terms in (5.19), we obtain

$$
\begin{align*}
& \left(\frac{1}{2} m\right) \operatorname{Im}(\operatorname{Tr} A \ln S)_{1+2+3}=A_{1}+A_{2} \\
A_{1}= & \operatorname{Re} \operatorname{Tr} P_{23} \delta\left(\epsilon-H_{0}\right) T_{34}^{\dagger} \mathrm{P}-\frac{1}{\epsilon-H_{0}} T_{12}^{\dagger}  \tag{5.20}\\
A_{2}= & \operatorname{Re} \operatorname{Tr} P_{23} \delta\left(\epsilon-H_{0}\right) T_{24}^{\dagger} \mathrm{P} \frac{1}{\epsilon-H_{0}} T_{12}^{\dagger}
\end{align*}
$$

Multiplying (5.20) by the Boltzmann factor and integrating over $\epsilon$ we have

$$
\begin{align*}
& b_{4 x}=b_{41}+b_{42} \\
& b_{41}=-4^{\frac{3}{2}} \beta \int d \mathbf{p} e^{-\beta \epsilon} A_{1} d \epsilon \\
&= \lim _{\theta \rightarrow 0} 4^{\frac{3}{2}} \beta \operatorname{Re} \int d \mathbf{p} \\
& \times e^{-\beta \epsilon(p)}\left\langle\mathbf{p}_{2} \mathbf{p}_{4}\right| T^{\dagger}\left|\mathbf{p}_{3}^{\prime} \mathbf{p}_{4}^{\prime}\right\rangle\left\langle\mathbf{p}_{1} \mathbf{p}_{3}\right| T^{\dagger}\left|\mathbf{p}_{1}^{\prime} \mathbf{p}_{2}^{\prime}\right\rangle \\
& \times \mathrm{P}\left(p_{2}^{2}-p_{3}^{2}\right)^{-1}(2 \pi)^{3} \delta\left(\mathbf{p}_{1}+\mathbf{p}_{3}-\mathbf{p}_{1}^{\prime}-\mathbf{p}_{2}^{\prime}\right), \\
& b_{42}= 4^{\frac{3}{2}} \beta \int d \mathbf{p} e^{-\beta \epsilon} A_{2} d \epsilon  \tag{5.21}\\
&= \lim _{\theta \rightarrow 0} 4^{\frac{3}{2}} \beta \operatorname{Re} \int d \mathbf{p} \\
& \times e^{-\beta \epsilon(\mathbf{p})}\left\langle\mathbf{p}_{3} \mathbf{p}_{4}\right| T^{\dagger}\left|\mathbf{p}_{2}^{\prime \prime} \mathbf{p}_{\mathbf{4}}^{\prime}\right\rangle\left\langle\mathbf{p}_{1} \mathbf{p}_{2}^{\prime \prime}\right| T^{\dagger}\left|\mathbf{p}_{1}^{\prime} \mathbf{p}_{2}^{\prime}\right\rangle \\
& \times \mathrm{P}\left(p_{2}^{2}-p_{2}^{\prime \prime 2}\right)^{-1}(2 \pi)^{3} \delta\left(\mathbf{p}_{2}-\mathbf{p}_{3}^{\prime}\right) \tag{5.22}
\end{align*}
$$

The quantities $b_{41}$ and $b_{42}$ are contributions from Fig. 8(b1) and 8(b2), respectively, with the intermediate $G_{0}$ replaced by the corresponding principle parts. The $\delta$-function parts of the $G_{0}$ are removed by the diagram in Fig. 8(b).

Consider (5.21) first. The off-shell energy variables of the two-body $T$-matrix elements are evaluated at

$$
\begin{array}{ll}
\epsilon(\mathbf{p})-p_{1}^{2}-p_{3}^{2}=p_{2}^{2}+p_{4}^{2}, & \text { for } T_{34}^{\dagger} \\
\epsilon(\mathbf{p})-p_{3}^{2}-p_{4}^{2}=p_{1}^{2}+p_{2}^{2}, & \text { for } T_{12}^{\dagger} \tag{5.23}
\end{array}
$$

Equation (5.21) is unchanged if we interchange 1 and 4,2 and 3. This corresponds to putting $T_{12}^{\dagger}$ higher than $T_{34}^{+}$in Fig. 8(b1). Under this interchange, the principle part in (5.21) changes sign. Therefore, we can write the $T$-matrix elements and the principle part as

$$
\begin{align*}
& \frac{1}{2}\left[\left\langle\mathbf{p}_{2} \mathbf{p}_{4}\right| T^{\dagger}\left(p_{2}^{2}+p_{4}^{2}\right)\left|\mathbf{p}_{3}^{\prime} \mathbf{p}_{4}^{\prime}\right\rangle\left\langle\mathbf{p}_{1} \mathbf{p}_{3}\right| T^{\dagger}\left(p_{1}^{2}+p_{2}^{2}\right)\left|\mathbf{p}_{1}^{\prime} \mathbf{p}_{2}^{\prime}\right\rangle\right. \\
& \quad-\left\langle\mathbf{p}_{1} \mathbf{p}_{3}\right| T^{\dagger}\left(\mathbf{p}_{3}^{2}+p_{1}^{2}\right)\left|\mathbf{p}_{1}^{\prime} \mathbf{p}_{2}^{\prime}\right\rangle \\
& \left.\quad \times\left\langle\mathbf{p}_{2} \mathbf{p}_{4}\right| T^{\dagger}\left(p_{3}^{2}+p_{4}^{2}\right)\left|\mathbf{p}_{3}^{\prime} \mathbf{p}_{4}^{\prime}\right\rangle\right] \mathbf{P}\left(p_{2}^{2}-p_{3}^{2}\right)^{-1} \tag{5.24}
\end{align*}
$$

In the limit as $\theta \rightarrow 0, p_{2} \rightarrow p_{3}$, and (5.24) simply gives the derivative of the $T$-matrix elements with
respect to their off-shell energy variables, i.e., (5.24) becomes

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\partial}{\partial \epsilon}\langle\mathbf{p}| T_{34}^{\dagger}(\epsilon)|\mathbf{p}\rangle\langle\mathbf{p}| T_{12}^{\dagger}(\boldsymbol{\epsilon})|\mathbf{p}\rangle\right)_{\epsilon=\epsilon(\mathfrak{p})} \tag{5.25}
\end{equation*}
$$

It follows that (5.21) gives

$$
\begin{align*}
b_{41}= & 4^{\frac{3}{2}} \beta \operatorname{Re} \int d \mathbf{p}(2 \pi)^{3} \delta\left(\mathbf{p}_{2}-\mathbf{p}_{3}\right) e^{-\beta \epsilon(\mathbf{p})} \\
& \times \frac{1}{2}\left(\frac{\partial}{\partial_{\epsilon}}\langle\mathbf{p}| T_{34}^{\dagger}(\epsilon)|\mathbf{p}\rangle\langle\mathbf{p}| T_{12}^{\dagger}(\boldsymbol{\epsilon})|\mathbf{p}\rangle\right)_{\epsilon=\epsilon(\mathbf{p})} \tag{5.26}
\end{align*}
$$

We now turn to (5.22). We shall use the variables $\mathbf{p}_{1}, \mathbf{p}_{4}, \mathbf{k}=\mathbf{p}_{1}+\mathbf{p}_{2}$ and the angles $\phi_{1}, \phi_{4}$ used in our discussion of Fig. 5(c). [See Fig. 7(a).]

For the denominator in (5.22), we have

$$
\begin{align*}
p_{2}^{2}-p_{2}^{\prime \prime 2} & =\left(\mathbf{k}-\mathbf{p}_{1}\right)^{2}-\left(\mathbf{k}^{\prime}-\mathbf{p}_{1}\right)^{2} \\
& =2\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{p}_{1} \\
& =x^{-}-x^{+} \tag{5.27}
\end{align*}
$$

where $x^{ \pm}$are defined in (5.13). The angular dependence of the $T$-matrix elements have been analyzed. [See (D20) and (D21).] We have

$$
\begin{align*}
& \left\langle\mathbf{p}_{3} \mathbf{p}_{4}\right| T^{\dagger}\left(p_{3}^{2}+p_{4}^{2}\right)\left|\mathbf{p}_{2}^{\prime \prime} \mathbf{p}_{4}^{\prime}\right\rangle=f_{34}\left(p_{3}^{2}+p_{4}^{2} ; y^{+}, y^{-}\right) \\
& \left\langle\mathbf{p}_{1} \mathbf{p}_{2}^{\prime \prime}\right| T^{\dagger}\left(p_{1}^{2}+p_{2}^{2}\right)\left|\mathbf{p}_{1}^{\prime} \mathbf{p}_{2}^{\prime}\right\rangle=f_{12}\left(p_{1}^{2}+p_{2}^{2} ; x^{-}, x^{+}\right) \tag{5.28}
\end{align*}
$$

In view of the momentum $\delta$ function in (5.22), we have $p_{3}^{2}=p_{2}^{2}$, so that

$$
\begin{align*}
\epsilon(\mathbf{p}) & =p_{1}^{2}+p_{4}^{2}+2 p_{2}^{2} \\
& =p_{1}^{2}+p_{4}^{2}+2\left(p_{1}^{2}+k^{2}\right)+2 x^{-} \\
& p_{2}^{2}=p_{3}^{2}=p_{1}^{2}+k^{2}+x^{-} \tag{5.29}
\end{align*}
$$

The condition given by this $\delta$ function can also be written as

$$
\begin{equation*}
\mathbf{k}+\mathbf{k}^{\prime}=\mathbf{p}_{1}-\mathbf{p}_{4}^{\prime} \tag{5.30}
\end{equation*}
$$

since $\mathbf{p}_{2}=\mathbf{k}-\mathbf{p}_{1}, \mathbf{p}_{3}^{\prime}=\mathbf{k}^{\prime}-\mathbf{p}_{4}^{\prime}$. It follows that

$$
\begin{align*}
p_{4}^{2} & =\left(\mathbf{k}+\mathbf{k}^{\prime}-\mathbf{p}_{1}\right)^{2} \\
& =\left(\mathbf{k}+\mathbf{k}^{\prime}\right)^{2}+p_{1}^{2}-\left(x^{-}+x^{+}\right) \tag{5.31}
\end{align*}
$$

The condition (5.30) is shown graphically in Fig. 9. The $\delta$ function in (5.22) is thus
$\delta\left(p_{1} \sin \phi_{1}-p_{4} \sin \phi_{4}\right)$

$$
\begin{equation*}
\times \delta\left(p_{1} \cos \phi_{1}+p_{4} \cos \phi_{4}+\left|\mathbf{k}+\mathbf{k}^{\prime}\right|\right) \tag{5.32}
\end{equation*}
$$

If we change the signs of $\phi_{1}$ and $\phi_{4}$ simultaneously, (5.32), (5.31) are unchanged. The functions $f_{34}$ and $f_{12}$


Fig. 9. Geometry of the condition $\mathbf{k}+\mathbf{k}^{\prime}=\mathbf{p}_{1}-\mathbf{p}_{\mathbf{4}}^{\prime}$.
are also unchanged if we hold their first arguments fixed. The only thing that is not invariant under this change of signs is the $p_{2}^{2}$ occurring in the energy variables in (5.28) and (5.29). Again, the effect of the principle part in (5.22), which has the form $P /\left(x^{-}-x^{+}\right)$ by (5.27), is to differentiate with respect to the energy variable in the $\theta \rightarrow 0$ limit. Now we must notice that there is a factor 2 in front of the $x^{-}$in $\epsilon(\mathbf{p})$ in (5.29). Thus, there appears a factor of 2 in differentiating the energy variable of the Boltzmann factor. Therefore, for the integrand of (5.22), we have

$$
\begin{align*}
& \delta\left(\mathbf{p}_{2}-\mathbf{p}_{3}\right)\left(\frac{1}{2} \frac{\partial}{\partial} e^{-\beta \epsilon}\langle\mathbf{p}| T_{34}^{\dagger}(\epsilon)|\mathbf{p}\rangle\langle\mathbf{p}| T_{12}^{\dagger}(\epsilon)|\mathbf{p}\rangle\right. \\
&\left.+\langle\mathbf{p}| T_{34}^{\dagger}|\mathbf{p}\rangle\langle\mathbf{p}| T_{12}^{\dagger}(\epsilon)|\mathbf{p}\rangle \frac{1}{2} \frac{\partial}{\partial \epsilon} e^{-\beta \epsilon}\right)_{\epsilon=\epsilon(\mathbf{p})}, \tag{5.33}
\end{align*}
$$

where the last term takes care of the factor 2 we just mentioned. Combining (5.26) and (5.33), we have

$$
\begin{align*}
b_{4 x}= & b_{41}+b_{42} \\
= & 4^{\frac{3}{2}} \beta \operatorname{Re} \int d \mathbf{p} \delta\left(\mathbf{p}_{2}-\mathbf{p}_{3}\right) \\
& \times\left(\frac{\partial}{\partial \epsilon} e^{-\beta \epsilon}\langle\mathbf{p}| T_{34}^{\dagger}(\epsilon)|\mathbf{p}\rangle\langle\mathbf{p}| T_{12}^{\dagger}(\epsilon)|\mathbf{p}\rangle\right)_{\epsilon \in \epsilon(\mathbf{p})} . \tag{5.34}
\end{align*}
$$

Notice that the Boltzmann factor in (5.26) is not differentiated, while the one in (5.33) gives rise to two terms. The sum becomes a total derivative as (5.34) shows.
Finally, let us evaluate $b_{4 x}$ using off-shell amplitudes in the momentum representation. Consider $A_{1}$ in (5.20). Let us replace the $\delta$ function and the principle part by (2.36). Then we have

$$
\begin{align*}
A_{1}^{\prime}=\operatorname{Re} \int & d \mathbf{p}\left\{-\frac{1}{2} \delta^{\prime}[\epsilon-\epsilon(\mathbf{p})]\right\}\langle\mathbf{p}| T_{34}^{\dagger}(\epsilon)|\mathbf{p}\rangle \\
& \times\langle\mathbf{p}| T_{12}^{\dagger}(\epsilon)|\mathbf{p}\rangle(2 \pi)^{3} \delta\left(\mathbf{p}_{2}-\mathbf{p}_{3}\right) e^{-\beta \epsilon} . \tag{5.35}
\end{align*}
$$

We put a prime on $A_{1}$ because (5.35) is not the same as the $A_{1}$ in (5.20) where the trace is interpreted as the small angle limit (3.1). From (5.35), we obtain

$$
\begin{align*}
b_{41}^{\prime}= & 4^{\frac{3}{2}} \beta \int d \epsilon e^{-\beta \epsilon} A_{1}^{\prime} \\
= & 4^{\frac{3}{2}} \beta \operatorname{Re} \int d \mathbf{p} \frac{1}{2}\left(\frac{\partial}{\partial \epsilon} e^{-\beta \epsilon}\langle\mathbf{p}| T_{34}^{\dagger}(\epsilon)|\mathbf{p}\rangle\right. \\
& \left.\times\langle\mathbf{p}| T_{12}^{\dagger}(\epsilon)|\mathbf{p}\rangle\right)_{\epsilon=\epsilon(\mathbf{p})}(2 \pi)^{3} \delta\left(\mathbf{p}_{2}-\mathbf{p}_{3}\right) . \tag{5.36}
\end{align*}
$$

The same procedure shows that $A_{2}^{\prime}$ leads to the same result. The sum $b_{41}^{\prime}+b_{42}^{\prime}=2 b_{41}^{\prime}$ is clearly the same as (5.34). We have thus observed the interesting fact that, in evaluating individual singular diagrams contributing to $b_{4}$, the on-shell $\theta \rightarrow 0$ method and the off-shell method do not always agree. Of course,
the sum of all singular diagrams always comes out the same, as was shown above. Note that the failure of the two methods to agree when only a single diagram is taken into account is not an indication that there is something wrong with our general proof. We can obtain (3.1) from the rigorously proven (2.13) only when $S$ is the complete $S$ matrix not just some piece of it.
To summarize, what we have accomplished in this section is an analysis of the singularities in four-body amplitudes which are relevant for $b_{4}$. We have shown explicitly for representative diagrams that the small angle limit for defining the trace is well defined and gives the same results as do calculations using off-shell matrix elements. We feel that these results demonstrate sufficiently the validity of our general conclusions.
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## APPENDIX A

We wish to prove that (2.13) holds. Since

$$
\langle\{\mathbf{x}\}| U_{n}|\{\mathbf{y}\}\rangle_{c . \mathrm{m}}
$$

is a continuous function of its argument, this evidently boils down to proving that $\left|\left\{\{\mathbf{x}\}\left|U_{n}\right|\left\{R_{\theta} \mathbf{x}\right\}\right\rangle\right|$ is uniformly bounded (for sufficiently small $\theta$ ) by an integrable function of $\{\mathbf{x}\}$.

First we consider Maxwell-Boltzmann statistics, where the $U$ function is given by Feynman's path integral formula

$$
\begin{align*}
\langle\{\mathbf{x}\}| U_{n}|\{\mathbf{y}\}\rangle_{\mathrm{e} . \mathrm{m} .}=\int_{\{\mathbf{y}\}}^{\{\mathbf{x}\}} & \exp \\
( & \left.-\frac{m}{2} \int_{0}^{\beta}\{\dot{\mathbf{z}}(u)\}^{2} d u\right)  \tag{A1}\\
& \times \mathcal{V}_{n}(\{\mathbf{z}\}) \mathfrak{D}\{\mathbf{z}(u)\}
\end{align*}
$$

(Maxwell-Boltzmann statistics),
where, in Feynman's notation, the integration $\mathfrak{D}\{\mathbf{z}(u)\}$ is over all paths $\{\mathbf{z}(u)\}$ such that $\{\mathbf{z}(0)\}=\{\mathbf{y}\}$ and $\{\mathbf{z}(\beta)\}=\{\mathbf{x}\}$. $\vartheta_{n}(\{\mathbf{z}\})$ is closely related to the classical cluster function; it is

$$
\begin{align*}
\vartheta_{2}= & \exp \left(-\int_{0}^{\beta} V_{12}(\{\mathbf{z}(u)\}) d u\right)-1 \\
\vartheta_{3}= & \exp \left(-\int_{0}^{\beta} V_{123}(\{\mathbf{z}(u)\}) d u\right) \\
& -\exp \left(-\int_{0}^{\beta} V_{12}(\{\mathbf{z}(u)\}) d u\right) \\
& -\exp \left(-\int_{0}^{\beta} V_{23}(\{\mathbf{z}(u)\}) d u\right) \\
& -\exp \left(-\int_{0}^{\beta} V_{13}(\{\mathbf{z}(u)\}) d u\right)+2, \tag{A2}
\end{align*}
$$

etc., where, for example, $V_{12}$ is the potential energy of the two particles 1 and 2 and $V_{123}$ is the total potential energy of the three indicated particles. The general scheme for constructing $\mathscr{V}_{n}$ should be clear. Another, shorter notation for (A1) is

$$
\begin{equation*}
\langle\{\mathbf{x}\}| U_{n}|\{\mathbf{y}\}\rangle_{c, \mathrm{~m} .}=\int d P_{x_{y}} \vartheta_{n}(\{z\}) \tag{A3}
\end{equation*}
$$

(Maxwell-Boltzmann statistics),
where $d P_{x y}$ is the Weiner measure. ${ }^{8}$
If $-\boldsymbol{B}_{n}$ is a lower bound on the total $n$-particle potential energy and if all potentials go to zero for large separations between particles, then it is easy to show that for any path ${ }^{8}$

$$
\begin{equation*}
\mathcal{Y}_{n}(\{z\}) \leq C_{n} e^{\beta B_{n}}, \tag{A4}
\end{equation*}
$$

where $C_{n}$ is the number of terms in the expression for $U_{n}$ as a sum of products of $W$ functions, i.e., the number of terms on the right in (A2). Then, since the Weiner measure is positive, ${ }^{8}$

$$
\begin{equation*}
\int d P_{x y} \mho_{n}(\{z\}) \leq C_{n} e^{\beta B_{n}} \int d P_{x y} \tag{A5}
\end{equation*}
$$

and it is useful to remember that

$$
\begin{equation*}
\int d P_{x y}=n^{-\frac{3}{2}} \lambda^{3-3 n} \exp \left[-(m / 2 \beta)(\{\mathbf{x}\}-\{\mathbf{y}\})^{2}\right] \tag{A6}
\end{equation*}
$$

where $\{\mathbf{x}\}^{2}=\sum \mathbf{x}_{i}^{2}$, etc.
In the above formulas and in what follows, it is important to keep in mind that we are working in the $n$-particle c.m. Thus, $\sum \mathbf{x}_{i}=0, \sum \mathbf{y}_{i}=0$ and the paths $\{\mathbf{z}(u)\}$ satisfy $\sum_{i} \mathbf{z}_{i}(u)=0$ for all $u$.

Now let $\rho_{x}$ be the radius in the c.m., i.e., $\rho_{x}=$ $\left(\sum\left(x_{i}\right)^{2}\right)^{\frac{1}{2}}$. We are interested in large $\rho_{x}$ and, for reasons to become apparent later, we restrict $\{\mathbf{y}\}$ to lie in the region $\sum\left(x_{i}-y_{i}\right)^{2}<16\left(n^{4}\right)^{-1} \rho_{x}^{2}$. For $\{\mathbf{y}\}=\left\{R_{\theta} \mathbf{x}\right\}$ this can be accomplished by restricting $\theta$ to small angles which satisfy

$$
\begin{equation*}
1-\cos \theta<\left(32 n^{4}\right)^{-1} \tag{A7}
\end{equation*}
$$

Having restricted $\theta$ in this way, let us divide the paths in (A3) into two classes. Class $I$ is defined as all those paths for which $\sum_{i}\left[\mathbf{x}_{i}-\mathbf{z}_{i}(u)\right]^{2}<\left(16 n^{4}\right)^{-1} \rho_{x}^{2}$, and Class II contains all other paths. Then, in an obvious notation,

$$
\begin{equation*}
\int d P_{x y} \mho_{n}(\{z\})=\int_{\mathrm{I}} d P_{x \nu} \mho_{n}(\{z\})+\int_{\mathrm{II}} d P_{x \nu} \mho_{n}(\{z\}) \tag{A8}
\end{equation*}
$$

and

$$
\begin{equation*}
\int d P_{x y} \mathscr{V}_{n}(\{z\}) \leq \int_{\mathrm{I}} d P_{x y} \mathscr{V}_{n}(\{z\})+C_{n} e^{\beta B n} \int_{\mathrm{II}} d P_{x y} \tag{A9}
\end{equation*}
$$

where (A5) has been used. The two integrals on the right-hand side of (A9) will be treated separately.

For fixed $\{\mathbf{x}\}$, consider the function $\varphi(\{\mathbf{y}\}, \beta)$ defined by

$$
\begin{equation*}
\varphi(\{\mathbf{y}\}, \beta)=\int_{I I} d P_{x y}=\int d P_{x y}-\int_{\mathrm{I}} d P_{x y} \tag{A10}
\end{equation*}
$$

where the $\beta$ dependence on the right is implicitly contained in $d P_{x y}$. It satisfies the heat conduction equation

$$
\begin{equation*}
(1 / 2 m) \nabla^{2} \varphi=(\partial / \partial \beta) \varphi \tag{A11}
\end{equation*}
$$

where $\nabla^{2}$ is the Laplacian in the $3 n-3$ dimensional space of the $\{\mathbf{y}\}$, and the boundary condition

$$
\begin{equation*}
\varphi(\{\mathbf{y}\}, 0)=0 \tag{A12}
\end{equation*}
$$

To determine $\varphi$ completely we need one more boundary condition. To this end, we note that $\int_{I} d P_{x y}$ is the Green's function for an imaginary time Schrödinger equation with an infinite potential barrier on the surface $\sum_{i}\left(\mathbf{x}_{i}-\mathbf{y}_{i}\right)^{2}=\left(16 n^{4}\right)^{-1} \rho_{x}^{2}$. Applying such a barrier just keeps all paths in a sphere of radius $\left(4 n^{2}\right)^{-1} \rho_{x}$ centered at $\{\mathbf{x}\}$, i.e., it just picks out paths of class I. Evidently $\int_{I} d P_{x y}$ vanishes when $\{\mathbf{y}\}$ approaches the potential barrier and, combining (A6) and (A10), one has

$$
\begin{align*}
&\left.\varphi(\{\mathbf{y}\}, \beta)\right|_{\Sigma\left(\mathbf{x}_{i}-\mathbf{y}_{i}\right)^{2}=\left(16 n^{4}\right)^{-1} \rho_{x}^{2}} \\
&=n^{-\frac{3}{2}} \lambda^{3-3 n} \exp \left(-\frac{m}{32 \beta n^{4}} \rho_{x}^{2}\right) \tag{A13}
\end{align*}
$$

The problem of finding $\varphi$ has thus been reduced to that of solving a simple spherically symmetric heat conduction problem in $3 N-3$ dimensions. Actually, we do not even have to solve this problem. Think of $\varphi$ as a temperature distribution which vanishes everywhere inside the sphere $\sum\left(\mathbf{y}_{i}-\mathbf{x}_{i}\right)^{2}=\left(16 n^{4}\right)^{-1} \rho_{x}^{2}$ at $\beta=0$ and which has the temperature prescribed by (A13) on the sphere. Then it is obvious that for a given $\beta, \varphi$ must then be less than the maximum of the boundary temperature for smaller values of $\beta$. For $\rho_{x}^{2}>\left(16 \beta n^{4}\right)[m(3 n-3)]^{-1}$, the boundary temperature is a monotonically increasing function of $\beta$ so that

$$
\begin{gather*}
\int_{\text {II }} d P_{x y}<n^{-\frac{3}{2}} \lambda^{3-3 n} \exp \left(-\frac{m}{32 \beta n^{4}} \rho_{x}^{2}\right) \\
\left(\frac{m}{32 \beta n^{4}} \rho_{x}>\frac{3}{2}(n-1)\right) \tag{A14}
\end{gather*}
$$

Now let us tackle the other term in (A9). For paths of class I $\sum_{i}\left[\mathbf{x}_{i}-\mathbf{z}_{i}(u)\right]^{2}<\left(16 n^{4}\right)^{-1} \rho_{x}^{2}$, and in particular

$$
\begin{equation*}
\left|\mathbf{x}_{i}-\mathbf{z}_{i}(u)\right|<\left(4 n^{2}\right)^{-1} \rho_{x} \tag{A15}
\end{equation*}
$$

for all $i=1 \cdots n$ and $0 \leq u \leq \beta$. Think of $\mathbf{x}_{i}, i=1$, $2, \cdots n$, as a set of $n$ points in ordinary three-dimensional space, and let $S$ be the set of points contained in $n$ spheres of radius $\left(2 n^{2}\right)^{-1} \rho_{x}$ centered at the points $\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots \mathbf{x}_{n}$. Evidently, the various three-dimensional trajectories described by $\mathbf{z}_{1}(u), \mathbf{z}_{2}(u), \cdots, \mathbf{z}_{n}(u)$ all lie in the set $S$. We now want to show that $S$ is disconnected, that is that $S$ breaks up into at least two pieces which have no point in common. The proof is by contradiction. If $S$ were connected, the maximum distance between any two of the centers $\mathbf{x}_{1} \cdots \mathbf{x}_{n}$ would be $(n-1) \rho_{x} / n^{2}$. But this is impossible since

$$
\begin{equation*}
\sum_{j}\left(\mathbf{x}_{1}-\mathbf{x}_{j}\right)^{2}=n x_{1}^{2}+\rho_{x}^{2} \tag{A16}
\end{equation*}
$$

for $\sum_{j} \mathbf{x}_{j}=0$, which implies that $\left(\mathbf{x}_{j}-\mathbf{x}_{j}\right)^{2} \geq n^{-1} \rho_{x}^{2}$ for at least one $j$. Therefore $S$ breaks up into two disconnected pieces $S_{1}$ and $S_{2}$. Next, since each trajectory $\mathbf{z}_{i}(u)$ remains in a sphere of radius $\left(4 n^{2}\right)^{-1} \rho_{x}$ about its starting point $\mathbf{x}_{i}$, and the spheres which define $S$ have twice this radius, it follows that

$$
\begin{equation*}
\left|z_{i}(u)-\mathbf{z}_{j}(u)\right|>\left(2 n^{2}\right)^{-1} \rho_{x} \tag{A17}
\end{equation*}
$$

for $\mathbf{z}_{i}$ in $S_{1}$ and $\mathbf{z}_{j}$ in $S_{2}$. What we have shown, then, is that all paths in class I have the property that the particle trajectories split up into two or more clusters with no particle in one cluster getting closer than $\left(2 n^{2}\right)^{-1} \rho_{x}$ to any particle in cluster two. For large $\rho_{x}$ this implies that $\mathrm{Y}_{n}(\{\mathbf{z}\})$ is very small. To be more specific, let $V_{\text {int }}$ be that part of the potential energy which connects particles in cluster one with those in cluster two. Furthermore, let $\bar{V}\left(\rho_{x}\right)$ be the maximum of $\left|V_{\text {int }}\right|$ over all possible decompositions of the $n$ particles into clusters and over all configurations for a given clustering, subject to the condition that no particles from two different clusters are closer than $\left(2 n^{2}\right)^{-1} \rho_{x}$. Then it is possible to show that

$$
\begin{equation*}
\left|V_{n}(\{\mathbf{z}\})\right| \leq\left|e^{\beta \nabla\left(\rho_{x}\right)}-1\right| C_{n} e^{\beta B_{n}} \tag{A18}
\end{equation*}
$$

for all paths in class I. Equation (A18) is a direct consequence of (A2) and the properties of the classical cluster functions. For $n=3$, one easily sees that $\bar{V}\left(\rho_{x}\right)$ is the maximum of $\left|V_{i j}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\right|$ for $i \neq j=$ $1,2,3$, with $\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|>\left(2 n^{2}\right)^{-1} \rho_{x}$. If all potentials have a strictly finite range, then $\bar{V}\left(\rho_{x}\right)$ is clearly identically zero for large enough $\rho_{x}$ and, for potentials that fall off exponentially at large distances, $\bar{V}$ also falls off exponentially with $\rho_{x}$.

Finally, we have

$$
\begin{align*}
\int_{\mathrm{I}} d P_{x y} \vartheta_{n}(\{z\}) & \leq\left|e^{\beta \mathcal{V}\left(\rho_{x}\right)}-1\right| C_{n} e^{\beta B_{n}} \int d P_{x y} \\
& \leq\left|e^{\beta \Gamma\left(\rho_{x}\right)}-1\right| C_{n} e^{\beta B_{n}} \int d P_{x y} \tag{A19}
\end{align*}
$$

and putting everything together gives

$$
\begin{align*}
& \left|\left\{\{\mathbf{x}\}\left|U_{n}\right|\left\{R_{\theta} \mathbf{x}\right\}\right\rangle_{\mathrm{c} \cdot \mathrm{~m} .}\right| \\
& <n^{-\frac{3}{2} \lambda^{3-3 n} C_{n} e^{\beta B_{n}}[ }\left[\exp \left(-\frac{m}{32 \beta n^{4}} \rho_{x}^{2}\right)\right. \\
& \left.+\left|e^{\beta \Gamma\left(\rho_{x}\right)}-1\right|\right]  \tag{A20}\\
& \\
& \text { (Maxwell--Boltzmann statistics), }
\end{align*}
$$

for $\rho_{x}$ sufficiently large and $\theta$ satisfying (A7). Now, if the potentials fall off fast enough so that $\left|e^{\beta \Gamma\left(\rho_{x}\right)}-1\right|$ is integrable, which is certainly the case for finite range or exponentially falling potentials, then we have obtained an integrable bound on

$$
\left\langle\{\mathbf{x}\} \mid U_{n}\left\{R_{\theta} \mathbf{x}\right\}\right\rangle_{\mathrm{c} .1 \mathrm{tu}}
$$

and by the dominated convergence theorem, it is legal to bring the limit as $\theta \rightarrow 0$ inside the integral in (2.12).

It remains to take Bose and Fermi statistics into account. In this case one has to consider paths $\{\boldsymbol{x}\}$ starting at $\{\mathbf{x}\}$ but ending not at $\left\{R_{\theta} \mathbf{x}\right\}$ but at $\left\{P R_{\theta} \mathbf{x}\right\}=$ $\left\{R_{\theta} P \mathbf{x}\right\}$, where $P$ is some permutation of coordinates. Furthermore the integrand in (A3) is no longer just that given by (A2). Let us call the new integrand $\vartheta_{n}^{P}$. For the moment we need to know nothing about $\mathcal{V}_{n}^{P^{\prime}}$ other than that it is bounded by $C_{n}^{\prime} e^{\beta B_{n}}$, where $C_{n}^{\prime}$ has the same significance as before. Now we divide the $(3 n-3)$-dimensional space of $\{\mathbf{x}\}$ 's into two regions. Region $A$ is to be that where

$$
\sum\left(P \mathbf{x}_{i}-\mathbf{x}_{i}\right)^{2} \geq\left(32 n^{4}\right)^{-1} \rho_{x}^{2}
$$

and Region $\mathbf{B}$ contains all $\{\mathbf{x}\}$ such that

$$
\sum\left(P \mathbf{x}_{i}-\mathbf{x}_{i}\right)^{2}<\left(32 n^{4}\right)^{-1} \rho_{x}^{2}
$$

For $\theta$ so small that $|1-\cos \theta|+|\sin \theta|<\left(128 n^{4}\right)^{-1}$, it is easy to show that $\sum\left(P R_{\theta} \mathbf{x}_{i}-\mathbf{x}_{i}\right)^{2} \geq\left(64 n^{4}\right)^{-1} \rho_{x}^{2}$ in Region $A$ and $\sum\left(P R_{\theta} \mathbf{x}_{i}-\mathbf{x}_{i}\right)^{2}<\left(16 n^{4}\right)^{-1} \rho_{x}^{2}$ in Region B. When $\{\mathbf{x}\}$ is in $A$, the path integral is trivially bounded by

$$
\begin{equation*}
\int d P \bigvee_{n}^{P}<C_{n}^{\prime} e^{\beta B_{n} \lambda^{3-3 n}} \exp \left[-\left(m / 128 n^{4} B\right) \rho_{x}^{2}\right] \tag{A21}
\end{equation*}
$$

which follows from (A5) and (A6). Region B can be treated as before. Dividing the paths into classes I and II as above, the previous bound holds for the Class II paths provided only that we replace $C_{n}$ by $C_{n}^{\prime}$. The class I paths again break up into two sets which always stay at least a distance $\left(2 n^{2}\right)^{-1} \rho_{x}$ apart. Evidently, the permutation $P$ cannot be interchanging the coordinates of two particles in different clusters. It is an elementary property of the $U$ functions for Fermi or Bose statistics that when the particles are broken
up into two sets not connected by the permutation $P$, then the integrand $\mathscr{V}_{n}^{P}$ satisfies the same bound (A19) for large distances between clusters as in the case of Maxwell-Boltzmann statistics, provided only that we again replace $C_{n}$ by $C_{n}^{\prime}$. Therefore, the treatment of Region B reduces to the case done above. One easily sees that (2.13) in the text is valid for Bose and Fermi statistics also.

## APPENDIX B

We are concerned here with the limits of $\theta \rightarrow 0$ and with infinite volume. Only the case of MaxwellBoltzmann statistics will be discussed. The extension to other statistics along the lines of Appendix A is trivial. Defining the sphere $\sum x_{1}^{2}=\rho_{x}^{2}<\Lambda^{2}$ as in the text, let

$$
\begin{equation*}
\langle\{\mathbf{x}\}| U_{n}\left|\left\{R_{\theta} \mathbf{x}\right\}\right\rangle_{\mathrm{c} . \mathrm{m} .}^{\Lambda}=\int_{\Lambda} d P_{R_{\theta} x x} \mathrm{Y}_{n}, \tag{B1}
\end{equation*}
$$

where the subscript on the path integral means to include only those paths which stay inside a sphere of radius $\Lambda$. This is equivalent to putting an infinite potential barrier on the surface $\rho_{x}=\Lambda$, and enforces the boundary condition that the wave functions vanish on the sphere. We will not bother to prove that

$$
\begin{align*}
\lim _{\theta \rightarrow 0} \lim _{\Lambda \rightarrow \infty} \int_{\Lambda} d P_{R_{\theta} x x} \mho_{n} & =\lim _{\Lambda \rightarrow 0} \lim _{\theta \rightarrow 0} \int_{\Lambda} d P_{R_{\theta} x x} \mho_{n} \\
& =\int d P_{x x} \mho_{n} \tag{B2}
\end{align*}
$$

since pointwise convergence should be obvious. One should, on the other hand, worry somewhat about bringing the limits inside the integral in (2.14). The proof that this can be done requires only a simple modification of the arguments in Appendix A. If $\rho_{x} \geq \Lambda$, then $\langle\{\mathbf{x}\}| U_{n}\left|\left\{R_{\theta} \mathbf{x}\right\}\right\rangle_{\text {c.m. }}^{\Lambda}$. is identically zero. (Remember that $\sum\left(R_{\theta} x_{i}\right)^{2}=\sum x_{1}^{2}=\rho_{x}^{2}$.) For $\rho_{x}<$ $\Lambda$, breaks the paths into classes $\mathrm{I}_{\Lambda}$ and $\mathrm{II}_{\Lambda}$ which are the same as before, except that paths leaving the sphere are to be omitted. The contribution of the Class $\mathrm{II}_{\Lambda}$ paths is now bounded by

$$
\begin{equation*}
C_{n} e^{\beta B_{n}} \int_{\mathrm{II}_{\Lambda}} d P_{x y}<C_{n} e^{\beta B_{n}} \int_{\mathrm{II}} d P_{x v} \tag{B3}
\end{equation*}
$$

since $\mathrm{II}_{\Lambda}$ contains fewer paths than II. Similarly the $I_{\Lambda}$ paths are easily seen to be bounded by

$$
\begin{align*}
\int_{\mathrm{I}_{\Lambda}} d P_{x y} \mho_{n} & \leq\left|e^{\beta \nabla\left(\rho_{x}\right)}-1\right| C_{n} e^{\beta B_{n}} \int_{\mathrm{I}_{\Lambda}} d P_{x y} \\
& \leq\left|e^{\beta \bar{\beta}\left(\rho_{x}\right)}-1\right| C_{n} e^{\beta B_{n}} \int_{\mathrm{I}} d P_{x i y} \tag{B4}
\end{align*}
$$

since again $I_{\Lambda}$ is smaller than $I$. With the same assumptions on the potentials as before, we thus have
an integrable bound on $\left.\left|\langle\{\mathbf{x}\}| U_{n}\right|\left\{R_{\theta} \mathbf{x}\right\}\right\rangle_{\text {c.m. }}^{\Lambda} \mid$, which is independent of both $\theta$ and $\Lambda$. Therefore the limits as $\theta \rightarrow 0$ and $\Lambda \rightarrow \infty$ can be brought under the integral over $\{\mathbf{x}\}$ in either order. Equation (2.28) may be thought of as the result one obtains by taking $\theta \rightarrow 0$ first and then $\Lambda \rightarrow \infty$. Equation (2.51) and most of our later work assumes the opposite order, $\Lambda \rightarrow \infty$ and then $\theta \rightarrow 0$.

## APPENDIX C

This appendix is devoted to the task of evaluating the contribution of Fig. 5(b) to $b_{4}$ by using the small angle limit prescription.

We first sum over the repeated two-body $T$ matrices and obtain

$$
\begin{align*}
& -\frac{1}{2 \pi} \operatorname{Im}(\operatorname{Tr} \ln S)_{b} \\
& =\operatorname{Re} \operatorname{Tr} \delta\left(\epsilon-H_{0}\right)\left[T_{12}^{\dagger} G_{0} T_{13}^{\dagger} G_{0} T_{14}^{\dagger}\right. \\
& \quad+T_{12}^{\dagger} 2 \pi i \delta\left(\epsilon-H_{0}\right) T_{13}^{\dagger} G_{0} T_{14}^{\dagger} \\
& \left.\quad+\frac{1}{3} T_{12}^{\dagger} 2 \pi i \delta\left(\epsilon-H_{0}\right) T_{13}^{\dagger} 2 \pi i \delta\left(\epsilon-H_{0}\right) T_{14}^{\dagger}\right] \tag{C1}
\end{align*}
$$

Here we remind ourselves that diagrams differing by a cyclic permutation of $T$ matrices are considered as the same diagram in our convention. That is why we have the factor $\frac{1}{3}$ for the last term of (C1), to correct for over counting.

Substituting ( Cl ) in (3.1) and performing the $\epsilon$ integral, we find

$$
\begin{align*}
& 4^{-\frac{3}{2}}\left(b_{4}\right)_{b} \\
&=-\lim _{\theta \rightarrow 0} \beta \int d p \\
& \times e^{-\beta \epsilon(\mathbf{p})} \operatorname{Re}\langle\mathbf{p}| T_{12}^{\dagger}\left|\mathbf{p}^{\prime \prime}\right\rangle\left\langle\mathbf{p}^{\prime \prime}\right| T_{13}^{\dagger}\left|\mathbf{p}^{\prime \prime \prime}\right\rangle\left\langle\mathbf{p}^{\prime \prime \prime}\right| T_{14}^{\dagger}\left|\mathbf{p}^{\prime}\right\rangle \\
& \times \operatorname{P}\left(p_{1}^{2}-p_{1}^{\prime \prime 2}\right)^{-1} \mathrm{P}\left(p_{1}^{2}-p_{1}^{\prime \prime \prime 2}\right)^{-1} \\
&\left.-\frac{1}{3} \pi^{2} \delta\left(p_{1}^{2}-p_{1}^{\prime \prime 2}\right) \delta\left(p_{1}^{2}-p_{1}^{\prime \prime 2}\right)\right] \tag{C2}
\end{align*}
$$

where the vectors $\mathbf{p}_{1}^{\prime \prime}, \mathbf{p}_{1}^{\prime \prime \prime}$ are defined in Fig. 6 and

$$
\left|\mathbf{p}^{\prime \prime}\right\rangle=\left|\mathbf{p}_{1}^{\prime \prime} \mathbf{p}_{2}^{\prime} \mathbf{p}_{3} \mathbf{p}_{4}\right\rangle, \quad\left|\mathbf{p}^{\prime \prime \prime}\right\rangle=\left|\mathbf{p}_{1}^{\prime \prime \prime} \mathbf{p}_{2}^{\prime} \mathbf{p}_{3}^{\prime} \mathbf{p}_{4}\right\rangle
$$

The algebra of evaluating (C2) is sufficiently complicated owing to the energy and momentum dependence of the $T$-matrix elements. We shall therefore divide it into three parts:
(1) The essential step is to use $\mathbf{p}_{1}, \mathbf{p}_{1}^{\prime \prime}, \mathbf{p}_{1}^{\prime \prime \prime}$ as independent variables of integration. To make this point transparent, we first ignore the structure of the $T$-matrix elements and regard them as constants to simplify the algebra.
(2) Then the general procedure of taking the $\theta \rightarrow 0$ limit is clear, and we put in the full energy momentum dependence $T$-matrix elements back.
(3) Finally, we compare the result with that obtained by using off-shell forward amplitudes.
Since the $z$ components of the momenta do not play any role in our discussion, we shall ignore them.

## 1. Constant $T^{\dagger}$ Assumed

While particles 2, 3, and 4 appear on the same footing, particle 1 is clearly special. Roughly speaking, the effect of particles $2,3,4$ is that of a "self-energy correction" to the propagation of particle 1.

Figure 6(b) shows how $\mathbf{p}_{2}, \mathbf{p}_{3}$, and $\mathbf{p}_{4}$ are related to the momentum transfers $\mathbf{p}_{\mathbf{1}}-\mathbf{p}_{1}^{\prime \prime}, \mathbf{p}_{1}^{\prime \prime}-\mathbf{p}_{1}^{\prime \prime \prime}$, and $\mathbf{p}_{1}^{\prime \prime \prime}-\mathbf{p}_{1}^{\prime}$. The angle $\theta$ together with the fact that $p_{i}^{2}=p_{i}^{\prime 2}$ completely determines $\mathbf{p}_{2}, \mathbf{p}_{3}$, and $\mathbf{p}_{4}$ once the momentum transfers are given. We have

$$
\begin{align*}
& p_{2}^{2}=\left(\mathbf{p}_{1}-\mathbf{p}_{1}^{\prime \prime}\right)^{2} / 4 \sin ^{2}(\theta / 2), \\
& p_{3}^{2}=\left(\mathbf{p}_{1}^{\prime \prime}-\mathbf{p}_{1}^{\prime \prime \prime}\right)^{2} / 4 \sin ^{2}(\theta / 2),  \tag{C3}\\
& p_{4}^{2}=\left(\mathbf{p}_{1}^{\prime \prime \prime}-\mathbf{p}_{1}^{\prime}\right)^{2} / 4 \sin ^{2}(\theta / 2) .
\end{align*}
$$

In terms of the angles $\theta_{1}, \theta_{2}$, and $\theta_{3}$ defined in Fig. 6(b), we have

$$
\begin{equation*}
\epsilon(\mathbf{p})=p_{1}^{2}+p_{2}^{2}+p_{3}^{2}+p_{4}^{2} \tag{C4}
\end{equation*}
$$

$$
\begin{aligned}
p_{2}^{2}+p_{3}^{2} & +p_{4}^{2} \\
= & {\left[4 \sin ^{2}(\theta / 2)\right]^{-1}\left[\left(p_{1}-p_{1}^{\prime \prime}\right)^{2}+\left(p_{1}^{\prime \prime}-p_{1}^{\prime \prime \prime}\right)^{2}\right.} \\
& +\left(p_{1}-p_{1}^{\prime \prime \prime}\right)^{2}+2 p_{1} p_{1}^{\prime \prime}\left(1-\cos \theta_{1}\right) \\
& \left.+2 p_{1}^{\prime \prime} p_{1}^{\prime \prime \prime}\left(1-\cos \theta_{2}\right)+2 p_{1}^{\prime \prime \prime} p_{1}\left(1-\cos \theta_{3}\right)\right]
\end{aligned}
$$

where $\theta_{1}+\theta_{2}+\theta_{3}=\theta$. We can use $p_{1}, p_{1}^{\prime \prime}, p_{1}^{\prime \prime \prime}, \theta_{1}$, $\theta_{2}$, and $\theta_{3}$ as variables of integration. In (C2), the Boltzmann factor $e^{-\beta \epsilon(\mathfrak{p})}$ is the only factor depending on $\theta_{1}, \theta_{2}$, and $\theta_{3}$. It is clear from (C4) that, after integrating over $\theta_{1}, \theta_{2}$, and $\theta_{3}$, the Boltzmann factor gives

$$
\begin{equation*}
e^{-\beta n_{1}^{2}} w\left(p_{1}, p_{1}^{\prime \prime}, p_{1}^{\prime \prime \prime}\right) \tag{C5}
\end{equation*}
$$

where $w$ is symmetric in $p_{1}, p_{1}^{\prime \prime}$, and $p_{1}^{\prime \prime \prime}$. The term with principal parts in (C2) is not symmetric in $p_{1}, p_{1}^{\prime \prime}$, and $p_{1}^{\prime \prime \prime}$. Let us symmetrize it and write the integrand as

$$
\begin{align*}
w\left(p_{1}, p_{1}^{\prime \prime},\right. & \left.p_{1}^{\prime \prime \prime}\right) \frac{1}{3}\left(e^{-\beta p_{1}}{ }^{2} \mathrm{P}\left(p_{1}^{2}-p_{1}^{\prime \prime 2}\right)^{-1} \mathrm{P}\left(p_{1}^{2}-p_{1}^{\prime \prime \prime 2}\right)^{-1}\right. \\
& +e^{-\beta p_{1}^{\prime \prime 2}} \mathrm{P}\left(p_{1}^{\prime \prime 2}-p_{1}^{2}\right)^{-1} \mathrm{P}\left(p_{1}^{\prime \prime 2}-p_{1}^{\prime \prime 2}\right)^{-1} \\
& +e^{-\beta p_{1}{ }^{\prime \prime 2}} \mathrm{P}\left(p_{1}^{\prime \prime 2}-p_{1}^{2}\right)^{-1} \mathrm{P}\left(p_{1,2}^{\prime \prime \prime 2}-p_{1}^{\prime \prime 2}\right)^{-1} \\
& \left.-\pi^{2} \delta\left(p_{1}^{2}-p_{1}^{\prime \prime 2}\right) \delta\left(p_{1}^{\prime 2}-p_{1}^{\prime \prime 2}\right) e^{-\beta \eta_{2}}\right)^{2} . \tag{C6}
\end{align*}
$$

In view of (C4), the Boltzmann factor falls off rapidly when $\theta$ is small, and for $p_{1}, p_{1}^{\prime \prime}$, and $p_{1}^{\prime \prime \prime}$ not nearly equal. Thus, $w\left(p_{1}, p_{1}^{\prime \prime}, p_{1}^{\prime \prime \prime}\right)$ is negligible except for $p_{1} \approx p_{1}^{\prime \prime} \approx p_{1}^{\prime \prime \prime}$. Let

$$
\begin{equation*}
\bar{p}_{1}^{2}=\frac{1}{3}\left(p_{1}^{2}+p_{1}^{\prime \prime 2}+p_{1}^{\prime \prime \prime 2}\right), \tag{C7}
\end{equation*}
$$

and expand the exponentials in (C6) around $\bar{p}_{1}^{2}$ :

$$
\begin{align*}
e^{-\beta p_{1}^{2}}= & e^{-\beta \bar{p}_{1}^{2}}+\left(p_{1}^{2}-\bar{p}_{1}^{2}\right) \frac{\partial}{\partial \bar{p}_{1}^{2}} e^{-\beta \bar{p}_{1}^{2}} \\
& +\frac{1}{2}\left(p_{1}^{2}-\bar{p}_{1}^{2}\right)^{2} \frac{\partial^{2}}{\partial\left(\bar{p}_{1}^{2}\right)^{2}} e^{-\beta \bar{p}_{1}^{2}}+O\left[\left(p_{1}^{2}-\bar{p}_{1}^{2}\right)^{3}\right] . \tag{C8}
\end{align*}
$$

Before substituting (C8) in (C7), we note the algebraic identity

$$
\begin{align*}
& a^{m} \mathrm{P}(a-b)^{-1} \mathrm{P}(a-c)^{-1} \\
&+b^{m} \mathrm{P}(b-c)^{-1} \mathrm{P}(b-a)^{-1} \\
&+c^{m} \mathrm{P}(c-a)^{-1} \mathrm{P}(c-b)^{-1} \\
&-\pi^{2} \delta(a-b) \delta(b-c) a^{m} \\
&=1, \text { if } m=2, \\
&=0, \text { if } \quad m=0,1,3,4 \cdots, \tag{C9}
\end{align*}
$$

which can be verified easily. Now we substitute (C8) in (C6) and apply (C9) with $p_{1}^{2}=a, p_{1}^{\prime \prime 2}=b, p_{1}^{\prime \prime 2}=c$. We obtain from (C6)

$$
\begin{align*}
w\left(p_{1}, p_{1}^{\prime \prime}, p_{1}^{\prime \prime \prime}\right) & \left(\frac{1}{3} \frac{1}{2} \frac{\partial^{2}}{\partial\left(\bar{p}_{1}^{2}\right)^{2}} e^{-\beta \bar{p}_{1}^{2}}\right. \\
& \left.+O\left(p_{1}^{2}-\bar{p}_{1}^{2}, p_{1}^{\prime \prime 2}-\bar{p}_{1}^{2}, p_{1}^{\prime \prime 2}-\bar{p}_{1}^{2}\right)\right) \tag{C10}
\end{align*}
$$

In the $\theta \rightarrow 0$ limit, the last term is negligible. Writing the first term as $\frac{1}{8}\left(\partial^{2} / \partial \epsilon(\mathbf{p})^{2}\right) e^{-\beta \epsilon(\mathbf{p})}$, we have

$$
\begin{equation*}
4^{-\frac{3}{2}}\left(b_{4}\right)_{b}=-\beta \int d \mathbf{p} \frac{1}{6} \frac{\partial^{2}}{\partial \epsilon(\mathbf{p})^{2}} e^{-\beta \epsilon(\mathbf{p})}\left(T^{\dagger}\right)^{3}, \tag{C11}
\end{equation*}
$$

where $\left(T^{\dagger}\right)^{3}$ is the $T$-matrix elements whose $\mathbf{p}$ dependence we have ignored so far.

## 2. Structure of $T$ Included

As is shown in Fig. 6(b), the vectors $\mathbf{p}_{i}, \mathbf{p}_{i}^{\prime}, i=$ $2,3,4$, are completely determined by $\mathbf{p}_{1}, \mathbf{p}_{1}^{\prime \prime}$, and $\mathbf{p}^{\prime \prime \prime}$. The two-body $T$-matrix element

$$
\left.\left\langle\mathbf{p}_{1} \mathbf{p}_{2}\right| T^{\dagger} \epsilon(\mathbf{p})-p_{3}^{2}-p_{4}^{2}\right)\left|\mathbf{p}_{1}^{\prime \prime} \mathbf{p}_{2}^{\prime}\right\rangle
$$

depends on $p_{1}, p_{1}^{\prime \prime}, \theta_{1}, \theta$ and the two-body off-shell energy variable

$$
\begin{align*}
\epsilon(\mathbf{p})-p_{3}^{2}-p_{4}^{2} & =p_{1}^{2}+p_{2}^{2} \\
& \equiv p_{1}^{2}+v\left(p_{1}, p_{1}^{\prime \prime}, \theta_{1}\right) \tag{C12}
\end{align*}
$$

We may write

$$
\begin{align*}
\left\langle\mathbf{p}_{1} \mathbf{p}_{2}\right| T^{\dagger}\left|\mathbf{p}_{1}^{\prime \prime} \mathbf{p}_{2}^{\prime}\right\rangle & =f\left(p_{1}^{2}+p_{2}^{2}, p_{1}, p_{1}^{\prime \prime}, \theta_{1}\right) \\
& \equiv f\left(p_{1}^{2} ; p_{1}, p_{1}^{\prime \prime}, \theta_{1}\right) . \tag{C13}
\end{align*}
$$

It is easy to verify that $f$ is symmetric in $p_{1}$ and $p_{1}^{\prime \prime}$ if the first argument is held fixed. Similarly, the second $T$-matrix element in (C2) depends on $p_{1}^{\prime \prime}, p_{1}^{\prime \prime \prime}, \theta_{2}, \theta$
and the two-body off-shell energy variable

$$
\begin{align*}
\epsilon(\mathbf{p})-p_{2}^{2}-p_{4}^{2} & =p_{1}^{2}+p_{3}^{2} \\
& =p_{1}^{2}+\nu\left(p_{1}^{\prime \prime}, p_{1}^{\prime \prime \prime}, \theta_{2}\right) \tag{C14}
\end{align*}
$$

We have

$$
\begin{equation*}
\left\langle\mathbf{p}_{1}^{\prime \prime} \mathbf{p}_{3}\right| T^{\dagger}\left|\mathbf{p}_{1}^{\prime \prime \prime} p_{3}^{\prime}\right\rangle=f\left(p^{2} ; p_{1}^{\prime \prime}, p_{1}^{\prime \prime \prime}, \theta_{2}\right) . \tag{C15}
\end{equation*}
$$

The same arguments show that

$$
\begin{equation*}
\left\langle\mathbf{p}_{1}^{\prime \prime \prime} \mathbf{p}_{4}\right| T^{\dagger}\left|\mathbf{p}_{1}^{\prime} \mathbf{p}_{4}^{\prime}\right\rangle=f\left(p_{1}^{2} ; p^{\prime \prime \prime}, p, \theta_{3}\right) . \tag{C16}
\end{equation*}
$$

The product of the $T$-matrix elements and the Boltzmann factor, after being integrated over $\theta_{1}, \theta_{2}$, and $\theta_{3}$, is a function

$$
\begin{equation*}
g\left(p_{1}^{2} ; p_{1}^{2}, p_{1}^{\prime \prime 2}, p_{1}^{\prime \prime 2}\right) \tag{C17}
\end{equation*}
$$

which is symmetric in the last three variables, similar to (C5). Now we symmetrize the integrand of (C2) as we did in (C6). All previous arguments leading to (C10) hold, and we obtain, in place of the first term of (C10),

$$
\begin{equation*}
\frac{1}{6} \frac{\partial^{2}}{\partial\left(\bar{p}_{1}^{2}\right)^{2}} g\left(\bar{p}_{1}^{2} ; p_{1}^{2}, p_{1}^{\prime \prime 2}, p_{1}^{\prime \prime 2}\right) . \tag{C18}
\end{equation*}
$$

This derivative is equivalent to that taken with respect to the off-shell energy variable $\epsilon$. Thus, (C11) is generalized to read

$$
\begin{align*}
&\left(b_{4}\right)_{b}=-4^{\frac{3}{2}} \beta \int d \mathbf{p} \frac{1}{6}\left[\frac{\partial^{2}}{\partial \epsilon^{2}} e^{-\beta \epsilon}\langle\mathbf{p}| T_{12}^{\dagger}(\epsilon)|\mathbf{p}\rangle\right. \\
&\left.\times\langle\mathbf{p}| T_{13}^{\dagger}(\epsilon)|\mathbf{p}\rangle\langle\mathbf{p}| T_{14}^{\dagger}(\epsilon)|\mathbf{p}\rangle\right]_{\epsilon=\epsilon(\mathbf{p}\rangle} \tag{C19}
\end{align*}
$$

## 3. Evaluation Using Off-Shell Forward Amplitudes

This is easily done by making the replacement (3.13), and keeping the same $\eta$ in (Cl). A little algebra shows
$-(1 / 2 \pi) \operatorname{Im}(\operatorname{Tr} \ln S)_{b}$

$$
\begin{align*}
= & \frac{1}{3} \int d \mathbf{p} \operatorname{Re}\langle\mathbf{p}| G_{0}^{3}-G_{0}^{\dagger}|\mathbf{p}\rangle \\
& \times\langle\mathbf{p}| T_{12}^{\dagger}|\mathbf{p}\rangle\langle\mathbf{p}| T_{13}^{\dagger}|\mathbf{p}\rangle\langle\mathbf{p}| T_{14}^{\dagger}|\mathbf{p}\rangle . \tag{C20}
\end{align*}
$$

Since

$$
\begin{equation*}
\langle\mathbf{p}| G_{0}^{3}-G_{0}^{\dagger 3}|\mathbf{p}\rangle=\frac{1}{2} \delta^{\prime \prime}[\epsilon-\epsilon(\mathbf{p})], \tag{C21}
\end{equation*}
$$

we have

$$
\begin{align*}
\left(b_{4}\right)_{b}= & 4^{\frac{3}{2}} \beta \int d \epsilon e^{-\beta \epsilon}(1 / 2 \pi) \operatorname{Im}(\operatorname{Tr} \ln S)_{b} \\
= & -4^{\frac{3}{2}} \beta \int d \mathbf{p} \frac{1}{6}\left[\frac{\partial^{2}}{\partial \epsilon} e^{-\beta \epsilon}\langle\mathbf{p}| T_{12}^{\dagger}|\mathbf{p}\rangle\langle\mathbf{p}| T_{13}^{\dagger}|\mathbf{p}\rangle\right. \\
& \left.\times\langle\mathbf{p}| T_{12}^{\dagger}|\mathbf{p}\rangle\right]_{\epsilon=\epsilon(\mathbf{p})}, \tag{C22}
\end{align*}
$$

which is the same as (C19).

## APPENDIX D

In this appendix we shall evaluate the contribution of Fig. 5(c) to $b_{4}$ using the small angle limit prescription. Let us first write down their contribution to the trace of the logarithm:

$$
\begin{align*}
&-(1 / 2 \pi) \operatorname{Im}(\operatorname{Tr} \ln S)_{\mathrm{e}} \\
&= \operatorname{Re} \operatorname{Tr} \delta\left(\epsilon-H_{0}\right) \\
& \times\left(T_{32}^{\dagger} G_{0} T_{23}^{\dagger} G_{0} T_{12}^{\dagger}\right.  \tag{1}\\
&+T_{32}^{\dagger} G_{0} T_{23}^{\dagger} \Delta_{0} T_{12}^{\dagger}  \tag{2}\\
&+T_{34}^{\dagger} \Delta_{0} T_{23}^{\dagger} G_{0} T_{12}^{\dagger}  \tag{3}\\
&+T_{34}^{\dagger} \Delta_{0} T_{23}^{\dagger} \Delta_{0} T_{12}^{\dagger}  \tag{4}\\
&+T_{23}^{\dagger} G_{0} T_{12}^{\dagger} G_{0} T_{34}^{\dagger}  \tag{5}\\
&+T_{12}^{\dagger} G_{0} T_{34}^{\dagger} G_{0} T_{23}^{\dagger}  \tag{6}\\
&\left.+T_{23}^{\dagger} G_{0} T_{12}^{\dagger} \Delta_{0} T_{34}^{\dagger}\right), \tag{7}
\end{align*}
$$

where $\Delta_{0} \equiv 2 \pi i \delta\left(\epsilon-H_{0}\right)$, and the labels (1)-(7) identify the terms with diagrams in Fig. 5(c). We can simplify this expression by taking advantage of various symmetries such as time reversal, space inversion, and particle label permutation under which the trace is unchanged. We obtain

$$
\begin{align*}
-\frac{1}{2 \pi} \operatorname{Im}( & \operatorname{Tr} \ln S)_{\mathrm{o}} \\
= & \operatorname{Re} \operatorname{Tr} \delta\left(\epsilon-H_{0}\right) \\
& \times\left\{T_{34}^{\dagger}\left(P / \epsilon-H_{0}\right) T_{23}^{\dagger}\left(P / \epsilon-H_{0}\right) T_{12}^{\dagger}\right. \\
& +T_{23}^{\dagger}\left(P / \epsilon-H_{0}\right)\left[T_{12}^{\dagger}\left(P / \epsilon-H_{0}\right) T_{34}^{\dagger}\right. \\
& \left.\left.+T_{34}^{\dagger} P / \epsilon-H_{0}\right) T_{12}^{\dagger}\right] \\
& \left.+\pi^{2} T_{23}^{\dagger} \delta\left(\epsilon-H_{0}\right) T_{12}^{\dagger} \delta\left(\epsilon-H_{0}\right) T_{34}^{\dagger}\right\} . \tag{D2}
\end{align*}
$$

For clarity, we shall again divide the work into three steps:
(1) Assume all the $T$-matrix elements in (D2) are constants, and factor them out. Then the algebra will be simple and the essential features of the approach will be clear.
(2) Then we put back in the $T$-matrix elements with their full energy and momentum dependence.
(3) Finally, we shall obtain the same result by using off-shell forward amplitudes.

These diagrams possess less symmetries than those in Fig. 5(b) and are more complicated. The structure is very different. It is therefore not surprising that the algebra here will appear quite different from that in Appendix C.

## 1. Constant $T$ Assumed

Again, the $z$ components of the momenta play no role in the discussion and will be ignored. The geometry is depicted in Fig. 7(a). The vector $\mathbf{k}$ is defined
as

$$
\begin{equation*}
\mathbf{k}=\mathbf{p}_{1}+\mathbf{p}_{2}=-\mathbf{p}_{3}-\mathbf{p}_{4} \tag{D3}
\end{equation*}
$$

We shall regard $\mathbf{p}_{\mathbf{1}}, \mathbf{p}_{\mathbf{4}}$, and $\mathbf{k}$ as independent variables of integration. By geometry, we have

$$
\begin{aligned}
p_{2}^{2} & =\left(\mathbf{k}-\mathbf{p}_{1}\right)^{2}=p_{1}^{2}+k^{2}+2 k p_{i} \cos \phi_{1} \\
p_{3}^{2} & =\left(-\mathbf{k}-\mathbf{p}_{4}\right)^{2}=p_{4}^{2}+k^{2}+2 k p_{4} \cos \phi_{4},(\mathrm{D} 4 \\
\epsilon(\mathbf{p}) & =2\left(p_{1}^{2}+p_{4}^{2}+k^{2}+k p_{1} \cos \phi_{1}+k p_{4} \cos \phi_{4}\right)
\end{aligned}
$$

We further define

$$
\begin{align*}
d_{1} & =2\left(\mathbf{k}^{\prime}-\mathbf{k}\right) \cdot \mathbf{p}_{1}=2 k p_{1}\left[\cos \phi_{1}-\cos \left(\phi_{1}+\theta\right)\right] \\
d_{\mathbf{1}}^{\prime} & =2\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{p}_{1}^{\prime}=2 k p_{1}\left[\cos \phi_{1}-\cos \left(\phi_{1}-\theta\right)\right] \\
d_{4} & =2\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{p}_{4}=2 k p_{4}\left[\cos \phi_{4}-\cos \left(\phi_{4}-\theta\right)\right] \\
d_{4}^{\prime} & =2\left(\mathbf{k}^{\prime}-\mathbf{k}\right) \cdot \mathbf{p}_{4}^{\prime}=2 k p_{4}\left[\cos \phi_{4}-\cos \left(\phi_{4}+\theta\right)\right] \tag{D5}
\end{align*}
$$

Substituting (D2) in (3.1) and integrating over $\epsilon$, we obtain

$$
\begin{gather*}
\left(b_{4}\right)_{\mathrm{c}}=-4^{\frac{3}{z}} \beta \int d \mathbf{p} A,  \tag{D6}\\
A=\left(T^{\dagger}\right)^{3}\left[\mathrm{P}\left(1 / d_{4}^{\prime}\right) \mathrm{P}\left(1 / d_{1}\right)+\mathrm{P}\left(1 / d_{4}\right) \mathrm{P}\left(1 / d_{1}\right)\right] e^{-\beta \epsilon(\mathrm{p})} \\
=2\left(T^{\dagger}\right)^{3} \mathrm{P}\left(1 / d_{4}\right) \mathrm{P}\left(1 / d_{1}\right) e^{-\beta \epsilon(\mathrm{p})} . \tag{D7}
\end{gather*}
$$

We have made use of the identity (C9) with $m=0$, i.e.,

$$
\begin{align*}
& \mathrm{P}(x+y)^{-1}\left(\mathrm{P} x^{-1}+\mathrm{P} y^{-1}\right)+\pi^{2} \delta(x) \delta(y) \\
&=\mathrm{P} x^{-1} \mathrm{P} y^{-1} \tag{D8}
\end{align*}
$$

and have changed $\phi_{4}$ to $-\phi_{4}$ in $d_{4}^{\prime}$, in arriving at (D7). Let us make the change of variables

$$
\begin{align*}
& \phi_{1} \rightarrow \phi_{1}-\theta / 2 \\
& \phi_{4} \rightarrow \phi_{4}+\theta / 2 \tag{D9}
\end{align*}
$$

and define

$$
\begin{align*}
& x^{ \pm}=p_{1} k \cos \left(\phi_{1} \pm \theta / 2\right) \\
& y^{ \pm}=p_{4} k \cos \left(\phi_{4} \pm \theta / 2\right) \tag{D10}
\end{align*}
$$

Then

$$
\begin{gather*}
-2 \mathbf{k} \cdot \mathbf{p}_{1}=x^{-}, \quad-2 \mathbf{k}^{\prime} \cdot \mathbf{p}_{1}=x^{+} \\
2 \mathbf{k} \cdot \mathbf{p}_{4}=y^{+}, \quad 2 \mathbf{k}^{\prime} \cdot \mathbf{p}_{4}=y^{-}  \tag{D11}\\
\epsilon(\mathbf{p})=2\left(p_{1}^{2}+p_{4}^{2}+k^{2}\right)+x^{-}+y^{+}
\end{gather*}
$$

It then follows from (D7) that, under the $\phi_{1}, \phi_{4}$ integration,

$$
\begin{align*}
A= & 2 e^{-2 \beta\left(p_{1}{ }^{2}+p_{4}{ }^{2}+k^{2}\right)} \\
& \times e^{-\beta\left(x^{-}+y^{+}\right)} \mathrm{P}\left(x^{-}-x^{+}\right)^{-1} \mathrm{P}\left(y^{+}-y^{-}\right)^{-1} \\
= & \frac{1}{2} e^{-2 \beta\left(p_{1}{ }^{2}+p_{4}{ }^{2}+k^{2}\right)} \mathrm{P} \frac{e^{-\beta x^{-}}-e^{-\beta x^{+}}}{x^{-}-x^{+}} \mathrm{P} \frac{e^{-\beta y^{+}}-e^{-\beta y^{-}}}{y^{+}-y^{-}} \\
= & \frac{1}{2} \beta^{2} e^{-2 \beta\left(p_{1}{ }^{2}+p_{4}{ }^{2}+k^{2}\right)} e^{-\beta\left(x^{-}+y^{+}\right)} \\
& +O\left(x^{-}-y^{+}, y^{+}-y^{-}\right) . \tag{D12}
\end{align*}
$$

where we have made use of the fact that $x^{ \pm}, y^{ \pm} \rightarrow$ $x^{\mp}, y^{\mp}$ when we change $\phi_{1}, \phi_{4}$ to $-\phi_{1},-\phi_{4}$. The small angle limit $\theta \rightarrow 0$ is now transparent. As $\theta \rightarrow 0$, $x^{+} \rightarrow x^{-}, y^{+} \rightarrow y^{-}$. Equation (D12) becomes, in this limit, simply

$$
\begin{equation*}
\frac{1}{2} \frac{\partial^{2}}{\partial \epsilon(\mathbf{p})^{2}} e^{-\beta \epsilon(\mathbf{p})} \tag{D13}
\end{equation*}
$$

which can be substituted in (D6) to obtain $\left(b_{4}\right)_{c}$. The essential feature of the above procedure is thus to write the integrand as a function of $\phi_{1}$ and $\phi_{4}$, which appear to be the convenient variables for the energy denominators, so that the $\theta \rightarrow 0$ limit becomes transparent.

## 2. Variable T-Matrix Elements

When one includes the energy and momentum dependence of the $T$-matrix elements, the algebra becomes very involved. We shall still use $k, p_{1}, p_{4}$, $\phi_{1}$, and $\phi_{4}$ as independent variables. The $\theta \rightarrow 0$ limit will be clear as a result of analyzing the $\phi_{1}, \phi_{4}$ dependence of the $T$-matrix elements. This $\phi_{1}, \phi_{4}$ dependence of $T$-matrix elements comes from (a) their dependence on the total energy $\epsilon(\mathbf{p})$ which depends on the angles via (D4), and (b) the angular dependence of the initial and final momenta specifying these matrix elements.

As will be shown, the effect of the singular denominators is to differentiate the $T$-matrix elements with respect to the angles. Owing to the symmetry properties of the $T$-matrix elements, these derivatives with respect to angles can be conveniently expressed as those with respect to $\epsilon(\mathbf{p})$. The angular dependence through (b) turns out to have no effect in the $\theta \rightarrow 0$ limit.

Let us examine the role of the energy variable $\epsilon(\mathbf{p})$ first. For the first and last term in (D2), $T_{12}^{\dagger}, T_{23}^{\dagger}, T_{34}^{\dagger}$, regarded as two-body $T$ matrices, have their off-shell energy variables evaluated at

$$
\begin{align*}
& \epsilon(\mathbf{p})=p_{3}^{2}-p_{4}^{2}=p_{1}^{2}+p_{2}^{2} \quad \text { for } T_{12}^{\dagger} \\
& \epsilon(\mathbf{p})-p_{1}^{2}-p_{4}^{2}=p_{2}^{2}+p_{3}^{2} \text { for } T_{23}^{\dagger}  \tag{D14}\\
& \epsilon(\mathbf{p})-p_{1}^{2}-p_{2}^{2}=p_{3}^{2}+p_{4}^{2} \quad \text { for } T_{34}^{\dagger}
\end{align*}
$$

On the other hand, for the other two terms in (D2), while $T_{23}^{\dagger}$ and $T_{34}^{\dagger}$ still have the same energy variables given by (D14), $T_{12}^{\dagger}$ has its energy variable evaluated at

$$
\begin{equation*}
\epsilon(\mathbf{p})-p_{3}^{\prime \prime \prime 2}-p_{4}^{2}=p_{1}^{2}+p_{2}^{2}+\left(p_{3}^{2}-p_{3}^{\prime \prime \prime 2}\right) \tag{D15}
\end{equation*}
$$

We shall do the problem in two steps. In Step I, we ignore the $p_{3}^{2}-p_{3}^{\prime 2}$ term in (D15) and complete the calculation. In Step II, we correct the error.

Step I: Similar to (D6), we obtain from (D2)

$$
\begin{equation*}
A=u\left(\phi_{1}, \phi_{4}\right) \mathrm{P} \frac{1}{d_{4}^{\prime}} \mathrm{P} \frac{1}{d_{1}}+v\left(\phi_{1}, \phi_{4}\right) \mathrm{P} \frac{1}{d_{4}} \mathrm{P} \frac{1}{d_{1}} \tag{D16}
\end{equation*}
$$

where

$$
\begin{align*}
u\left(\phi_{1}, \phi_{4}\right)= & \left\langle\mathbf{p}_{3} \mathbf{p}_{4}\right| T^{\dagger}\left|\mathbf{p}_{3}^{\prime \prime} \mathbf{p}_{4}^{\prime}\right\rangle\left\langle\mathbf{p}_{2} \mathbf{p}_{3}^{\prime \prime}\right| T^{\dagger}\left|\mathbf{p}_{2}^{\prime \prime} \mathbf{p}_{3}^{\prime}\right\rangle \\
& \times\left\langle\mathbf{p}_{1} \mathbf{p}_{2}^{\prime \prime}\right| T^{\dagger}\left|\mathbf{p}_{1}^{\prime} \mathbf{p}_{2}^{\prime}\right\rangle e^{-\beta \epsilon(\mathfrak{p})} \\
v\left(\phi_{1}, \phi_{4}\right)= & \left\langle\mathbf{p}_{2} \mathbf{p}_{3}\right| T^{\dagger}\left|\mathbf{p}_{2}^{\prime \prime} \mathbf{p}_{3}^{\prime \prime}\right\rangle\left\langle\mathbf{p}_{1} \mathbf{p}_{2}^{\prime \prime}\right| T^{\dagger}\left|\mathbf{p}_{1}^{\prime} \mathbf{p}_{2}^{\prime}\right\rangle \\
& \times\left\langle\mathbf{p}_{3}^{\prime \prime \prime} \mathbf{p}_{\mathbf{4}}\right| T^{\dagger}\left|\mathbf{p}_{3}^{\prime} \mathbf{p}_{4}^{\prime}\right\rangle e^{-\beta \epsilon(\mathfrak{p})} \tag{D17}
\end{align*}
$$

Of course, besides $\phi_{1}$ and $\phi_{4}, u$ and $v$ depend on $\theta, p_{1}^{2}, p_{4}^{2}$, and $k^{2}$, which are suppressed to simplify the notation. Since $d_{4}^{\prime} \rightarrow d_{4}$ when we change $\phi_{4}$ to $-\phi_{4}$, according to (D5) and (D6) can be written as

$$
\begin{equation*}
A=\left[u\left(\phi_{1},-\phi_{4}\right)+v\left(\phi_{1}, \phi_{4}\right)\right] \mathrm{P} \frac{1}{d_{1}} \mathrm{P} \frac{1}{d_{4}} \tag{D18}
\end{equation*}
$$

Again, we make the change of variables (D9) and use the variables $x^{ \pm}, y^{ \pm}$defined by (D11). We then have

$$
\begin{align*}
A=\left[u \left(\phi_{1}-\theta / 2,\right.\right. & \left.-\phi_{4}-\theta / 2\right) \\
& \left.+v\left(\phi_{1}-\theta / 2, \phi_{4}+\theta / 2\right)\right] \\
& \quad \times \mathrm{P} \frac{1}{x^{-}-x^{+}} \mathrm{P} \frac{1}{y^{+}-y^{-}} . \tag{D19}
\end{align*}
$$

Before attempting the step corresponding to (D12), we have to examine the angular dependence of $u$ and $v$.

Consider $u$, defined by (D17). The first matrix element [see Fig. 7(b)] is a function of $k^{2}, p_{4}^{2},-\mathbf{k} \cdot p_{4}^{\prime}=$ $-y^{+}, \quad-\mathbf{k} \cdot \mathbf{p}_{4}^{\prime}=-y^{-}$and the energy variable $p_{3}^{2}+p_{4}^{2}$. Here $-\mathbf{k}$ is the total momentum of the two particles. We can express the angular dependence of this matrix element as

$$
\begin{equation*}
\left\langle\mathbf{p}_{3} \mathbf{p}_{4}\right| T^{\dagger}\left|\mathbf{p}_{3}^{\prime \prime} \mathbf{p}_{4}^{\prime}\right\rangle=f_{34}\left(p_{3}^{2}+p_{4}^{2} ; y^{+}, y^{-}\right) \tag{D20}
\end{equation*}
$$

Since $f_{34}$ is symmetric in the last two variables, it is unchanged under the change of variable $\phi_{4} \rightarrow-\phi_{4}$ if the first argument is kept fixed.

Similarly, the third matrix element [see Fig. 7(b)] in $u$ can be written as

$$
\begin{equation*}
\left\langle\mathbf{p}_{1} \mathbf{p}_{2}^{\prime \prime}\right| T^{\dagger}\left|\mathbf{p}_{1}^{\prime} \mathbf{p}_{2}^{\prime}\right\rangle=f_{12}\left(p_{1}^{2}+p_{2}^{2} ; x^{+}, x^{-}\right) \tag{D21}
\end{equation*}
$$

We note that (D20) depends on $\phi_{4}$ and (D21) on $\phi_{1}$, but the second matrix element of $u$ depends on both $\phi_{1}$ and $\phi_{4}$, and is more complicated. We shall parametrize it the following way. Label a general perturbation term for $T_{23}^{\dagger}$ as shown in Fig. 7(c). Written in
terms of these labels, this term is

$$
\begin{aligned}
& \int \frac{d^{3} q}{(2 \pi)^{3}} \frac{d^{3} q^{\prime}}{(2 \pi)^{3}} \cdots \frac{d^{3} q^{\prime \prime}}{(2 \pi)^{3}} V(\mathbf{k}-\mathbf{q}) \\
& \quad \times V\left(\mathbf{q}-\mathbf{q}^{\prime}\right) \cdots V\left(\mathbf{q}^{\prime \prime}-\mathbf{k}^{\prime}\right) \\
& \quad \times\left[p_{2}^{2}+p_{3}^{2}-2 q^{2}-p_{1}^{2}-p_{4}^{2}-2 \mathbf{q} \cdot\left(\mathbf{p}_{4}^{\prime}-\mathbf{p}_{1}\right)\right]^{-1} \\
& \quad \times\left[p_{2}^{2}+p_{3}^{2}-2 q^{2}-p_{1}^{2}-p_{4}^{2}-2 \mathbf{q}^{\prime} \cdot\left(\mathbf{p}_{4}^{\prime}-\mathbf{p}_{1}\right)\right]^{-1} \\
& \quad \times \cdots \\
& \quad \times\left[p_{2}^{2}+p_{3}^{2}-2 q^{\prime \prime 2}-p_{1}^{2}-p_{4}^{2}-2 \mathbf{q}^{\prime \prime} \cdot\left(\mathbf{p}_{4}^{\prime}-\mathbf{p}_{1}\right)\right]^{-1}
\end{aligned}
$$

(D22)
It is a function of

$$
\begin{gathered}
p_{2}^{2}+p_{3}^{2}, \quad 2 \mathbf{k} \cdot\left(\mathbf{p}_{4}^{\prime}-\mathbf{p}_{1}\right)=y^{+}+x^{-} \\
2 \mathbf{k}^{\prime} \cdot\left(\mathbf{p}_{4}^{\prime}-\mathbf{p}_{1}\right)=y^{-}+x^{+}
\end{gathered}
$$

and

$$
\left(\mathbf{p}_{4}^{\prime}-\mathbf{p}_{1}\right)^{2}=p_{4}^{2}+p_{1}^{2}-2 p_{1} p_{4} \cos \left(\phi_{1}-\phi_{4}\right)
$$

Therefore, we have

$$
\begin{align*}
& e^{-\beta(p)} \\
& \quad\left\langle\mathbf{p}_{2} \mathbf{p}_{3}^{\prime \prime}\right| T^{\dagger}\left|\mathbf{p}_{2}^{\prime \prime} \mathbf{p}_{3}^{\prime}\right\rangle  \tag{D23}\\
& \\
& \quad=f_{23}\left(p_{2}^{2}+p_{3}^{2} ; x^{-}+y^{+}, x^{+}+y^{-}, \cos \left(\phi_{1}-\phi_{4}\right)\right)
\end{align*}
$$

where we have included the Boltzmann factor in $f_{23}$.
Equations (D20), (D21), and (D23) summarize the angular dependence of $u\left(\phi_{1}-\theta / 2,-\phi_{4}-\theta / 2\right)$. The same analysis applies to $v\left(\phi_{1}-\theta / 2, \phi_{4}+\theta / 2\right)$ as well. The result is

$$
\begin{align*}
& \left\langle\mathbf{p}_{1} \mathbf{p}_{2}^{\prime \prime}\right| T^{\dagger}\left|\mathbf{p}_{1}^{\prime} \mathbf{p}_{2}^{\prime}\right\rangle=f_{12}\left(p_{1}^{2}+p_{2}^{2} ; x^{+}, x^{-}\right),  \tag{D24}\\
& \left\langle\mathbf{p}_{3}^{\prime \prime \prime} \mathbf{p}_{4}\right| T^{\dagger}\left|\mathbf{p}_{3}^{\prime} \mathbf{p}_{4}^{\prime}\right\rangle=f_{34}\left(p_{3}^{2}+p_{4}^{2} ; y^{-}, y^{+}\right), \tag{D25}
\end{align*}
$$

$$
\begin{align*}
& \left\langle\mathbf{p}_{2} \mathbf{p}_{3}\right| T^{\dagger}\left|\mathbf{p}_{2}^{\prime \prime} \mathbf{p}_{3}^{\prime \prime \prime}\right\rangle e^{-\beta \in(\mathbf{p})} \\
& \quad=f_{23}\left(p_{2}^{2}+p_{3}^{2} ; x^{-}+y^{+}, x^{+}+y^{-}, \cos \left(\phi_{1}+\phi_{4}\right)\right) \tag{D26}
\end{align*}
$$

These equations summarize the angular dependence of $v\left(\phi_{1}-\theta / 2, \phi_{4}+\theta / 2\right)$. The functions $f_{12}, f_{23}, f_{34}$ are all symmetric in their second and third arguments by the space-time inversion symmetry of the $T$ matrix. It is clear that

$$
u\left(\phi_{1}-\theta / 2,-\phi_{4}-\theta / 2\right)+v\left(\phi_{1}-\theta / 2, \phi_{4}+\theta / 2\right)
$$

is unchanged under the variable changes $\phi_{1} \rightarrow-\phi_{1}$ and $\phi_{4} \rightarrow-\phi_{4}$ if, in $f_{i j}$, the first arguments are held fixed. Thus the asymmetry in $\phi_{1}$ and in $\phi_{4}$ comes in only through the first arguments of these functions via

$$
\begin{align*}
& p_{2}^{2}=\left(\mathbf{k}-\mathbf{p}_{1}\right)^{2}=k^{2}+p_{1}^{2}+x^{-} \\
& p_{3}^{2}=\left(-\mathbf{k}-\mathbf{p}_{4}\right)^{2}=k^{2}+p_{4}^{2}+y^{+} \tag{D27}
\end{align*}
$$

We now substitute (D20)-(D26) in (D19) and obtain

$$
\begin{align*}
\lim _{\theta \rightarrow 0} A= & \lim _{\theta \rightarrow 0} 2 f_{12}\left(x^{-}\right) f_{23}\left(x^{-}+y^{+}\right) f_{34}\left(y^{+}\right) \\
& \times \mathrm{P}\left(x^{-}-x^{+}\right)^{-1} \mathrm{P}\left(y^{+}-y^{-}\right)^{-1} \\
= & \frac{1}{4} \frac{\partial^{2}}{\partial x \partial y} 2 f_{12}(x) f_{23}(x+y) f_{34}(y), \tag{D28}
\end{align*}
$$

where only the $x^{ \pm}, y^{ \pm}$dependence through the energy variables, i.e., through the first arguments of $f_{12}, f_{23}$, $f_{34}$, are kept, and $x, y$ are the $\theta \rightarrow 0$ limits of $x^{ \pm}, y^{ \pm}$. We have thus completed Step I.

Step II: Now we proceed to include the fact that the $T_{12}^{\dagger}$ in the second and the third terms of (D2) has its energy variable given by (D15) instead of (D14), i.e., a difference of

$$
\begin{equation*}
p_{3}^{2}-p_{3}^{\prime \prime \prime 2}=y^{+}-y^{-} . \tag{D29}
\end{equation*}
$$

The term we have missed in A is

$$
\begin{align*}
\Delta \boldsymbol{A}= & T_{23}^{\dagger}\left(p_{2}^{2}+p_{3}^{2}\right)\left[T_{12}^{\dagger}\left(p_{1}^{2}+p_{2}^{2}+p_{3}^{2}-p_{3}^{\prime \prime \prime 2}\right)\right. \\
& \left.-T_{12}^{\dagger}\left(p_{1}^{2}+p_{2}^{2}\right)\right] T_{34}^{\dagger}\left(p_{3}^{2}+p_{4}^{2}\right) \\
& \times \mathrm{P}\left(d_{1}+d_{4}\right)^{-1} \mathrm{P}\left(1 / d_{4}\right) e^{-\beta \epsilon(\mathrm{P})} \\
= & f_{23}\left(x^{-}+y^{+}\right)\left[f_{12}\left(x^{-}+y^{+}-y^{-}\right)-f_{12}\left(x^{-}\right)\right] \\
& \times f_{34}\left(y^{+}\right) \mathrm{P}\left(x^{-}+y^{+}-x^{+}-y^{-}\right)^{-1} \\
& \times \mathrm{P}\left(y^{+}-y^{-}\right)^{-1} . \tag{D30}
\end{align*}
$$

We have utilized our knowledge about the $T$-matrix elements summarized in (D20)-(D26) and have suppressed all irrelevant variables. Now we expand

$$
\begin{align*}
& f_{12}\left(x^{-}+y^{+}-y^{-}\right)-f_{12}\left(x^{-}\right) \\
& =f_{12}^{\prime}\left(x^{-}\right)\left(y^{+}-y^{-}\right)+\frac{1}{2} f_{12}^{\prime \prime}\left(x^{-}\right)\left(y^{+}-y^{-}\right)^{2} \\
&  \tag{D31}\\
& \\
& +O\left[\left(y^{+}-y^{-}\right)^{3}\right] .
\end{align*}
$$

Substituting (D31) in (D30), the $\theta \rightarrow 0$ limit can be taken readily. We find

$$
\begin{align*}
\lim _{\theta \rightarrow 0} \Delta A=\frac{1}{2}\left(f_{12}^{\prime \prime} f_{23} f_{34}\right. & +f_{12} f_{23} f_{34}^{\prime \prime}+f_{12}^{\prime} f_{23} f_{34}^{\prime} \\
& \left.+f_{12}^{\prime} f_{23}^{\prime} f_{34}+f_{12} f_{23}^{\prime} f_{34}^{\prime}\right) . \tag{D32}
\end{align*}
$$

Step II is then completed.
It is now a matter of counting terms to show that the sum of (D32) and (D28) is

$$
\begin{align*}
\lim _{\theta \rightarrow 0}(A+\Delta A)= & \frac{1}{2}\left[\frac{\partial^{2}}{\partial \epsilon^{2}} e^{-\beta \epsilon}\langle\mathbf{p}| T_{34}^{\dagger}(\epsilon)|\mathbf{p}\rangle\langle\mathbf{p}| T_{23}^{\dagger}|\mathbf{p}\rangle\right. \\
& \left.\times\langle\mathbf{p}| T_{12}^{\dagger}(\epsilon)|\mathbf{p}\rangle\right]_{\epsilon=\epsilon(\mathrm{p})}, \\
\left(b_{4}\right)_{\mathrm{c}}= & -\lim _{\theta \rightarrow 0} 4^{\frac{3}{3}} \beta \int d \mathbf{p}(A+\Delta A) . \tag{D33}
\end{align*}
$$

## 3. Evaluation by Using Off-Shell Amplitudes

This is done easily by the replacement (3.13) and keeps the same $\eta$ throughout in (D1). After a little algebra, (D1) becomes

$$
\begin{align*}
-(1 / 2 \pi) \operatorname{Im} & (\operatorname{Tr} \ln S)_{\mathrm{c}} \\
= & \int d \mathbf{p} \operatorname{Re}\langle\mathbf{p}| G_{0}^{3}-G_{0}^{3 \dagger}|\mathbf{p}\rangle \\
& \times\langle\mathbf{p}| T_{34}^{\dagger}|\mathbf{p}\rangle\langle\mathbf{p}| T_{23}^{\dagger}|\mathbf{p}\rangle\langle\mathbf{p}| T_{12}^{\dagger}|\mathbf{p}\rangle \\
= & \int d \mathbf{p} \frac{1}{2} \operatorname{Re} \delta^{\prime \prime}[\epsilon-\epsilon(\mathbf{p})]\langle\mathbf{p}| T_{34}^{\dagger}|\mathbf{p}\rangle \\
& \times\langle\mathbf{p}| T_{23}^{\dagger}|\mathbf{p}\rangle\langle\mathbf{p}| T_{12}^{\dagger}|\mathbf{p}\rangle . \tag{D34}
\end{align*}
$$

The forward $T$-matrix elements depend on the offshell energy variable $\epsilon$. Thus, we have

$$
\begin{align*}
\left(b_{4}\right)_{c}= & -4^{\frac{3}{3}} \beta \int d \epsilon e^{-\beta \epsilon}(1 / 2 \pi) \operatorname{Im}(\operatorname{Tr} \ln S)_{\mathrm{c}} \\
= & -4^{\frac{3}{3}} \beta \int d \mathbf{p} \frac{1}{2}\left[\frac{\partial^{2}}{\partial \epsilon^{2}} e^{-\beta \epsilon}\langle\mathbf{p}| T_{34}^{\dagger}|\mathbf{p}\rangle\right. \\
& \left.\times\langle\mathbf{p}| T_{23}^{\dagger}|\mathbf{p}\rangle\langle\mathbf{p}| T_{12}^{\dagger}|\mathbf{p}\rangle\right]_{\epsilon=\epsilon(\mathbf{p})} \tag{D35}
\end{align*}
$$

Equation (D35) is, of course, the same as (D33).

[^19]
# Gauge Fields with Positive-Definite Energy Density 

C. A. Uzes<br>Department of Physics, University of Georgia, Athens, Georgia 30601

(Received 29 May 1970)


#### Abstract

The relationship between the couplings of the non-Abelian gauge field and the internal holonomy group is investigated on the classical level, under the requirements of full local gauge invariance and positive definiteness of the gauge field's energy density. For the free gauge field it is found that each solution to the gauge field equation with self-coupling is associated with a simple compact internal holonomy group. When the gauge field is coupled to other multiplet fields, an internal symmetry group is present in addition to the holonomy group $\mathcal{H}$. In this case the internal holonomy group must also be simple and compact. In addition, homogeneity and isotropy of event space for closed systems of fields require that $\mathcal{H}$ be identical in group structure with either the symmetry group or a subgroup of the symmetry group and that all the field equations can be decoupled into sets of equations acting on multiplet fields transforming under irreducible representations of $\mathscr{H}$. Thus, in local gauge theory, multiplet fields can be classified with respect to simple and compact internal holonomy groups. Some comments are offered on the relationship between internal holonomy and symmetry groups.


## I. INTRODUCTION

in local gauge theory the geometric properties of the gauge field and potentials allow a Lie group, the internal holonomy group $\mathscr{K}$, to be assigned to each analytic solution to the gauge field equation. ${ }^{1}$ The use of the ordinary holonomy group in studies of solutions to the Einstein field equation ${ }^{2-4}$ suggests that the internal holonomy group will be of interest in considering properties of solutions to the gauge field equation. To be sure, this group has proven a useful tool in investigating the gauge field's ability to carry internal charge, ${ }^{5}$ the properties of gauge fields with spherical ${ }^{6}$ and plane symmetry, ${ }^{7}$ and the electromagnetic part of the free gauge field. ${ }^{8}$ Compactness of $\mathscr{H}$ also insures the positive definiteness of the gauge field's energy density. ${ }^{9}$ Combined with the physical criteria of positive definiteness of the gauge field's energy density, 承 has also proven useful in establishing conditions for nonexistence theorems on solutions to the free gauge field equation ${ }^{10}$ and in establishing the precise nature of any internal charge carried by the gauge field. ${ }^{11}$ Indeed, it is apparent that there must be an intimate connection between the possible internal holonomy groups and the physical properties of gauge fields. In order to determine more precisely this connection, the present paper is concerned with the relationship between the gauge field's couplings and internal holonomy groups, under the restrictions of full local gauge invariance and the positive definiteness of its energy density.

The investigation begins with a discussion of the concept of positive definiteness of the free (selfcoupled) gauge field's energy density for classes of solutions to the gauge field equation and of the consequences of this restriction upon the Lie algebraic structure of the fields, i.e., the structure of $\mathscr{H}$. Keeping in mind that no internal symmetry group is present in
the free field case, we consider the structure and decomposition of the free gauge field equation.

When the gauge field is coupled to other multiplet fields, it is necessary to introduce an internal metric in order to define a gauge invariant Lagrangian for the system of fields. This automatically defines an internal symmetry group. Of interest is how theories of the free gauge field fit into theories involving coupling between the gauge field and other multiplet fields defined by internal symmetry groups. A clarification of this point should be desirable as a basis for determining how symmetry breaking can come about in a locally gauge invariant theory, particularly if the asymptotic identification is employed to define the electromagnetic part of the gauge field. ${ }^{8}$ The principle of homogeneity and isotropy of event space for closed systems serves here to clarify the relationship between the holonomy and symmetry groups. It also clarifies the connection between the classification of gauge fields given here via internal holonomy groups, and previous classifications of gauge fields coupled to other multiplet fields in terms of internal symmetry groups, based upon generalizations of the so-called Yang-Mills trick. ${ }^{12,13}$

In the following section some of the properties of the internal holonomy group employed below are briefly reviewed. ${ }^{14}$ Full local gauge invariance is assumed throughout and the development is on the classical level. No quantized systems are considered. The event space is taken as Minkowskian, with $x^{k}$, $\kappa=0,1,2,3$, standing for the event coordinates and $\partial_{\kappa}$ for $\partial / \partial x^{x}$.

## II. THE INTERNAL GEOMETRY

In local gauge theory the particle multiplet fields are at each event defined with respect to a distinct $n$ dimensional internal space. The collection of bases
over event space is referred to as the internal base or gauge. ${ }^{15}$ Under coordinate-dependent internal base transformations, covariant internal vectors, linear internal operators, and the $n \times n$ matrix fields of the gauge potential transform, respectively, according to the rules
$\psi^{\prime}=S^{-1} \psi, \quad P^{\prime}=S^{-1} P S, \quad \Gamma_{\mu}^{\prime}=S^{-1} \Gamma_{\mu} S-S^{-1} \partial_{\mu} S$.

The transformation property of the gauge potential allows the introduction of the gauge covariant derivatives

$$
\begin{equation*}
\nabla_{\mu} \psi=\partial_{\mu} \psi-\Gamma_{\mu} \psi, \quad \nabla_{\mu} P=\partial_{\mu} P-\left[\Gamma_{\mu}, P\right] \tag{2}
\end{equation*}
$$

which transform under (1) in the same manner as the quantities upon which they operate. The gauge field is defined in terms of the gauge potential by

$$
\begin{equation*}
\phi_{\mu \nu}=\partial_{\mu} \Gamma_{v}-\partial_{v} \Gamma_{\mu}-\left[\Gamma_{\mu}, \Gamma_{v}\right] \tag{3}
\end{equation*}
$$

and transforms under (1) as a linear internal operator. By virtue of its definition, it also satisfies identically the "Bianchi" identity

$$
\begin{equation*}
\nabla_{\mu} \phi_{\kappa \lambda}+\nabla_{\lambda} \phi_{\mu \kappa}+\nabla_{\kappa} \phi_{\lambda \mu}=0 \tag{4}
\end{equation*}
$$

The internal holonomy group is defined in terms of the equivalence transport of internal vectors. The internal vector $\psi\left(x^{\kappa}+d x^{\kappa}\right)$ is defined to be equivalent to $\psi\left(x^{x}\right)$ provided that the gauge-invariant condition

$$
\begin{equation*}
d x^{\kappa} \nabla_{\kappa} \psi=0 \tag{5}
\end{equation*}
$$

is satisfied at $x^{x}$. In this case $\psi\left(x^{\kappa}+d x^{x}\right)$ may be considered the result of the equivalence transport of $\psi\left(x^{\kappa}\right)$ along $d x^{\kappa}$ to $x^{\kappa}+d x^{\kappa}$.

The element $H_{l}\left(x^{\kappa}\right)$ of $\mathscr{H}\left(x^{\kappa}\right)$ affects through the transformation

$$
\begin{equation*}
\psi^{\prime}=H_{\ell}\left(x^{\kappa}\right) \psi \tag{6}
\end{equation*}
$$

the equivalence transport of covariant internal vectors about the closed loop $\ell$ in event space originating at $x^{x}$.

Consider the potentials to be analytic functions of the event coordinates. At each event the gauge field and its covariant derivatives span the Lie algebra $\mathcal{L}$ of $\mathscr{X}$. One can always choose an internal base such that the linearly independent generators of $\mathscr{H}\left(x^{x}\right)$, $L\left(x^{\kappa}\right)_{m}, m=1, \cdots, p$, are numerically the same at all events. ${ }^{1}$ In addition, the internal base can be chosen such that $\Gamma_{\kappa} \in \mathcal{L} .{ }^{16}$ This insures the existence of the expansions

$$
\begin{gather*}
\Gamma_{\kappa}=b_{\kappa}{ }^{m} L_{m}, \quad \phi_{\kappa \lambda}=b_{\kappa \lambda}{ }^{m} L_{m}, \\
\nabla_{\mu} \cdots \nabla_{\nu} \phi_{\kappa \lambda}=b_{\kappa \lambda, \cdots \cdots \mu}^{m} L_{m}, \tag{7}
\end{gather*}
$$

where $\partial_{k} L_{m}=0$, and the $b_{\kappa}{ }^{m}, b_{k \lambda}{ }^{m}$, etc., are real
functions of the event coordinates. The following discussion is in terms of such a basis.

## III. POSITIVE DEFINITENESS AND He

The action principle applied to the gauge field Lagrangian ${ }^{17}$

$$
\begin{equation*}
L_{F}=-\frac{1}{4} \operatorname{Tr} \phi_{\kappa \lambda} \phi^{\kappa \lambda} \tag{8}
\end{equation*}
$$

yields the free gauge field equation

$$
\begin{equation*}
\nabla_{v} \phi^{\mu v}=0 . \tag{9}
\end{equation*}
$$

Note that (8) and (9) are automatically invariant under invertible transformations of the type (1), and thus that the notion of an internal symmetry group is not involved in discussions of properties of the free gauge field. ${ }^{18}$ The criterion of positive definiteness is motivated by considering the initial value problem for (9) at $x^{0}=0$.

The constraint equation, the zero component of (9), sets restrictions on the initial values that the $\phi_{j k}$ and $\Gamma_{j}, j, k=1,2,3$, may assume on the surface $x^{0}=0$. Consider a gauge in which $\Gamma_{0}=0$ at $x^{0}=0$. It is easily seen that such a gauge, consistent with (7), always exists. The constraint equation reduces to

$$
\begin{equation*}
\partial_{j} \phi^{0 j}-\left[\Gamma_{i}, \phi^{0 j}\right]=0, \tag{10}
\end{equation*}
$$

where

$$
\phi^{0 j}=\partial^{0} \Gamma^{j}
$$

Given the $\Gamma_{j}$, (10) is then a linear differential equation for $\phi^{0 j}$, and, in principle, solutions can easily be found at $x^{0}=0 .{ }^{19}$

Using the identity

$$
\begin{aligned}
& \nabla_{\mu} \cdots \nabla_{\beta}\left(\nabla_{0} \nabla_{\gamma}-\nabla_{\gamma} \nabla_{0}\right) \nabla_{\delta} \cdots \nabla_{\alpha} \phi_{\kappa \lambda} \\
&=\nabla_{\mu} \cdots \nabla_{\beta}\left[\nabla_{\delta} \cdots \nabla_{\alpha} \phi_{\kappa \lambda}, \phi_{0 \gamma}\right]
\end{aligned}
$$

we can permute the time covariant derivatives in

$$
\nabla_{\mu} \cdots \nabla_{v} \phi_{\kappa \lambda}
$$

with the spatial ones and eliminate them, using either (4) or (9). Since in the gauge $\Gamma_{0}=0$ the time covariant derivative is just the partial time derivative, it is clear that an analytic solution to (10) determines a solution to (9), at least in the neighborhood of the surface $x^{0}=0$. Therefore, one should expect a large number of possible solutions to (9), corresponding to the large number of initial configurations of the gauge field.

The gauge invariant Yang-Mills energy-momentum tensor density is

$$
T^{\kappa \lambda}=-\operatorname{Tr}\left(\phi^{\kappa \mu} \phi_{\mu}{ }^{2}+\frac{1}{4} g^{\kappa \lambda} \phi_{\beta \gamma} \phi^{\beta^{\gamma}}\right) .
$$

It is a generalization of that used in electromagnetic theory, and is determined in the usual fashion from the free Lagrangian (8) by using Noether's theorem. In
the basis (7), the energy density takes the form

$$
\begin{equation*}
T^{00}=-\frac{1}{2} l_{m n}\left(\sum_{j} b_{0 j}^{m} b_{0 j}^{n}+\frac{1}{2} \sum_{j k} b_{j k}^{m} b_{j k}^{n}\right) \tag{11}
\end{equation*}
$$

where

$$
l_{m n}=\operatorname{Tr} L_{m} L_{n}
$$

is a tensor in the group space of $\mathscr{H}$.
In a particular solution to the gauge field equation, not all Lie algebraic components of $\phi_{\kappa \lambda}$ need contribute to (11), since the gauge fields by themselves need not span $\mathcal{L}$. However, it is clear from the above discussion that one can always construct a solution to the field equation such that the expansion coefficients $b_{\kappa \lambda}{ }^{m}$ with respect to any desired generator $L_{m}$ are nonvanishing. The $b_{\kappa \lambda}{ }^{m}$ are real since $\phi_{\kappa \lambda}$ belongs to the real Lie algebra of He. Since $l_{m n}$ is symmetric, the energy density can be real for the whole class of solutions for a given $\mathscr{H}$ if and only if $l_{m n}$ is also real. But then $l_{m n}$ may be placed in diagonal form by a real algebra base transformation. It follows that the energy density will be positive definite for the class of solutions with a given $\mathscr{H}$ if and only if $l_{m n}$ is a negative definite tensor in the group space of $\mathcal{H}$.

The structure constants of $\mathscr{H}$ are defined through the commutation relations

$$
\begin{equation*}
\left[L_{m}, L_{n}\right]=c_{m n}^{p} L_{p} \tag{12}
\end{equation*}
$$

The quantity

$$
\begin{equation*}
f_{m n p}=\operatorname{Tr}\left[L_{m}, L_{n}\right] L_{p}=c_{m n}^{q} l_{q p} \tag{13}
\end{equation*}
$$

is totally antisymmetric, since the trace of any commutator vanishes. The negative definiteness of $l_{m n}$ allows an "orthogonal" algebra basis to be constructed in the sense that

$$
l_{m n}=-\delta_{m n}
$$

or in which

$$
\begin{equation*}
c_{m n}^{p}=-f_{m n p} \tag{14}
\end{equation*}
$$

Thus, if the energy density of the gauge field is positive definite, there exists an algebra base in which the structure constants of $\mathscr{H}$ can be considered as totally antisymmetric in their group space indices.
$\mathfrak{H}$ may be written as the direct product of its invariant subgroups. Construct for the invariant subgroup an "orthogonal" set of generators, and construct the remaining generators of $\mathscr{H}$ from the orthogonal complement of the subspace spanned by them. This can always be done. Let the indices $m, n$, and $p$ refer to generators of the invariant subgroup and $t$ and $s$ to any of the remaining generators of $\mathscr{H}$. Then, by definition,

$$
\left[L_{t}, L_{m}\right]=c_{t m}^{n} L_{n}, \quad\left[L_{m}, L_{n}\right]=c_{m n}^{p} L_{p}
$$

since $c_{t m}{ }^{s}=c_{m n}{ }^{t}=0$. However, consistency with
(14) requires

$$
\begin{equation*}
c_{t m}^{s}=c_{m n}^{t}=c_{t s}^{m}=c_{t m}^{n}=0 \tag{15}
\end{equation*}
$$

It follows that if the energy density of the gauge field is positive definite for the class of solutions with a given $\mathscr{H}$, then $\mathscr{H}$ may in its most general form be expressed as a direct product of an Abelian group C, its center, and simple groups $\Re_{r}$. The direct product of simple groups, of course, constitutes a semisimple group, denoted here by $\mathfrak{R}$.
$\mathscr{H}$ is a connected Lie group, each closed loop $\ell$ defining a transformation of $\mathscr{H}$ may be continuously shrunk to a point. All of its transformations may be expressed in the form

$$
\begin{equation*}
H_{t}\left(x^{\kappa}\right)=\exp \left[\eta_{\ell}\left(x^{\kappa}\right)^{m} L_{m}\right] \tag{16}
\end{equation*}
$$

where the $\eta_{t}\left(x^{\kappa}\right)^{m}$ are the group parameters of $\mathscr{H}$ defining the equivalence transport of internal vectors about some closed loop $\ell$ in event space originating at $x^{\kappa}$. It follows that the adjoint and linear adjoint groups of $\mathscr{H}$, defined by all possible similarity transformations on the elements of $\mathscr{H}$ and $\mathcal{L}$ of the form $H_{\ell} H_{\ell}, H_{\ell}^{-1}$ and $H_{\ell} L_{m} H_{\ell}{ }^{-1}$, respectively, are isomorphic. But they are not necessarily isomorphic to $\mathscr{H}$ itself;

$$
H_{1} H_{\ell} H_{1}^{-1}=H_{2} H_{\ell} H_{2}^{-1}
$$

for all $H_{\ell}$ if the product $H_{1}^{-1} H_{2}$ commutes with all transformations of $\mathcal{H}$, i.e., if $\mathcal{H E}$ has a center. ${ }^{20}$ However, the adjoint and linear adjoint groups are isomorphic to $\mathfrak{R}$.

The generators of the linear adjoint group are the structure constants of $\mathcal{H e}$. From the antisymmetry of $f_{m n p}$ and (13) it follows that

$$
\begin{equation*}
c_{m n}^{p} l_{p q}+c_{m q}^{p} l_{p n}=0 \tag{17}
\end{equation*}
$$

Thus $l_{m n}$ is invariant under all transformations of the linear adjoint group. Let $w_{m}$ and $v_{m}$ be any two vectors in the Lie algebra space of $\mathscr{H}$, the space in which the linear adjoint group operates, and let $w_{m}^{\prime}$ and $v_{m}^{\prime}$ be the vectors resulting from them under any transformation of this group. It follows from (17) that

$$
v_{m}^{\prime} l^{m n} w_{n}^{\prime}=v_{m} l^{m n} w_{n}
$$

Thus, there exists a definite scalar product in the group space of $\mathscr{H}$, and the linear adjoint group of $\mathscr{H}$ is compact. ${ }^{21}$ But the latter is isomorphic to $\mathfrak{R}$. Hence, positive definiteness implies that $\mathscr{H}$ is a direct product of an Abelian group, its center, and compact simple groups.

## IV. POSITIVE DEFINITENESS AND THE FREE GAUGE FIELD

The Lie algebra of $\mathfrak{H e}$ is the sum of the Lie algebras of each of its invariant subgroups. Using the basis (7)
and taking into account (15), one can write

$$
\begin{aligned}
{ }^{\top} \phi_{\kappa \lambda} & =\partial_{\kappa}{ }^{\top} \Gamma_{\lambda}-\partial_{\lambda}{ }^{\top} \Gamma_{\kappa}-\left[{ }^{\top} \Gamma_{\kappa},{ }^{\top} \Gamma_{\lambda}\right], \\
{ }^{\top} \nabla_{\mu} \phi_{\kappa \lambda} & =\partial_{\mu}{ }^{\top} \phi_{\kappa \lambda}-\left[{ }^{\top} \Gamma_{\mu},{ }^{\top} \phi_{\kappa \lambda} \lambda,\right.
\end{aligned}
$$

and also

$$
{ }^{c} \phi_{\kappa \lambda}=\partial_{\kappa}{ }^{c} \Gamma_{\lambda}-\partial_{\lambda}{ }^{c} \Gamma_{\kappa},{ }^{c} \nabla_{\mu} \phi_{\kappa \lambda}=\partial_{\mu}{ }^{t} \phi_{\kappa \lambda},
$$

where the left superscript $\tau$ refers to the parts of $\Gamma_{\kappa}, \phi_{\kappa \lambda}$, and $\nabla_{\mu} \phi_{\kappa \lambda}$ belonging, to the Lie algebra of $\mathfrak{R}_{r}$ and the left superscript $\varepsilon$ refers to those parts belonging to the Lie algebra of $\mathcal{C}$.

Due to the linear independence of the generators of $\mathfrak{H}$, the free gauge field equation and Bianchi identity decouple into the $\tau$ sets of uncoupled equations

$$
{ }^{\top} \nabla_{\mu} \phi^{\kappa \mu}=0, \quad{ }^{\top} \nabla_{\mu} \phi_{\kappa \lambda}+{ }^{\top} \nabla_{\lambda} \phi_{\mu \kappa}+{ }^{\top} \nabla_{\kappa} \phi_{\lambda \mu}=0,
$$

while in addition the ' $\phi_{\kappa \lambda}$ satisfy Maxwell's equations.
For a theory in which there is free gauge field and nothing else, the ${ }^{*} \phi_{k \lambda}$ are of no interest. One is interested in localized solutions to the gauge field equation, blobs of free gauge field energy density which may interact with one another. The ${ }^{\text {c }} \phi_{\kappa \lambda}$ cannot participate in the self-interaction of the gauge field. In this case it should be sufficient to consider only gauge fields with simple and compact $\mathcal{K e}^{22}$

In the free field case,the nature of the internal space is not of interest, the field equations may be expressed solely in terms of the Lie algebraic components of the gauge fields and potentials, the $b_{\kappa}{ }^{m}$ and $b_{\kappa \lambda}{ }^{m}$. Of interest is whether in a situation in which the gauge field is coupled to other particle multiplet fields a similar decoupling of field equations can be made with respect to the irreducible representations of simple and compact internal holonomy groups in internal space.

## v. POSITIVE DEFINITENESS AND COUPLED FIELDS

When the gauge field is coupled to other multiplet fields, the energy density of the gauge field itself must still be positive definite for any class of solutions with a given $\mathscr{H}$. It is clear that this condition is sufficient to insure that also in the coupled case $\mathfrak{H}$ can at most be the direct product of an Abelian group C , its center, and compact simple groups $\mathscr{R}_{r}$. For definiteness, the gauge field in the following is considered coupled to a Dirac multiplet field. The coupling is introduced by replacing in the free spinor Lagrangian all partial derivatives by their gauge invariant counterparts, i.e., through the generalized principle of minimal coupling! ${ }^{2,1323}$ It will be clear, however, that the results below will apply equally well to any gauge invariant
coupling between the gauge field and arbitrary multiplet fields.

Let $\psi\left(x^{\kappa}\right)_{a}, a=1, \cdots, n$, (spinor indices suppressed) ${ }^{24}$ denote the Dirac multiplet field in question. In order to construct a free spinor Lagrangian invariant under internal base transformations, one needs an internal (hybrid) metric. Let $g_{\vec{a} b}$ be such a metric, transforming under internal base transformations according to the rule (in component notation)

$$
g_{\bar{a} b^{\prime},}=S_{\overline{a^{\prime}}, g_{\bar{a} b}^{\bar{a}} S_{b^{\prime}}^{b},}^{b}
$$

where $S_{\bar{a}}^{\bar{a}}$, is the complex conjugate of $S_{a^{\prime}}^{a}$ and where $g_{a^{\prime} b^{\prime}}$ denotes the components of $g_{a b}$ in the new internal base. The Lagrangian for the closed system of interacting fields can be expressed in the form

$$
\begin{align*}
& L_{T}=-\frac{1}{2} i\left[\bar{\psi}_{\bar{a}} \gamma^{\mu} g^{\bar{a} b} \nabla_{\mu} \psi_{b}-\left(\nabla_{\mu} \bar{\psi} \bar{\psi}\right) \gamma^{\mu} g^{a} b\right. \\
&\left.-M \bar{\psi} \psi_{b}\right]  \tag{18}\\
&-M g^{a b} \psi_{b}-L_{F},
\end{align*}
$$

where ${ }^{25}$

$$
\nabla_{\mu} \psi_{b}=\left(\partial_{\mu} \delta_{b}^{c}-\Gamma_{\mu b}^{c}\right) \psi_{c},
$$

and where $\bar{\psi}_{\bar{a}}$ denotes the Dirac adjoint spinor $\psi_{\bar{a}} \gamma^{0}$. Note that no internal metric is involved in the expression for $L_{F},[(8)]$.
The representation of $\mathscr{H}$ in internal space is its selfrepresentation, which may be reducible. The principle problem of this section is to determine the structure of the "interaction" or coupling in the Lagrangian (18) and resulting field equations with respect to the subspaces in the internal space transforming invariantly under the self-representations of the internal holonomy group and also with respect to the compact simple groups $\mathscr{R}_{\tau}$. It is resolved by invoking the principle that the event space must be gauge-invariantly homogeneous and isotropic with respect to an arbitrary displacement of the closed system of fields.
The condition of gauge-invariant homogeneity and isotropy of space is satisfied if, at each and every event when each internal multiplet field is equivalencedisplaced along an arbitrary line increment $d x^{\kappa}$ (line increments emanating from different events being parallel), the total Lagrangian remains invariant. The equivalence instead of the ordinary displacement is required from local gauge invariance, since at each event the multiplet fields are defined with respect to a distinct internal base. In making the displacement, it is necessary to drag along with the fields the internal base used. The internal metric is not displaced, however, since it is not a dynamical field.
The gauge field and potentials are included as part of the closed system of fields. It is necessary, therefore, to define the equivalence transport of the gauge potential. This is done by requiring that the equivalence displaced field $\phi_{\mu \nu}^{\prime}$ be defined in terms of the
displaced potentials $\Gamma_{\mu}^{\prime}$ according to (3). Since by definition

$$
\begin{equation*}
\phi_{\mu \nu}^{\prime}=\phi_{\mu \nu}-d x^{\kappa}\left[\Gamma_{\kappa}, \phi_{\mu v}\right] \tag{19}
\end{equation*}
$$

one can easily verify that this condition requires the definition

$$
\begin{equation*}
\Gamma_{\mu}^{\prime}=\Gamma_{\mu}+\partial_{\mu}\left(d x^{\kappa} \Gamma_{\kappa}\right)+\left[d x^{\kappa} \Gamma_{\kappa}, \Gamma_{\mu}\right] . \tag{20}
\end{equation*}
$$

Using the definitions (5), (19), and (20) for the equivalence transport of fields along $d x^{\kappa}$, one finds that the Lagrangian for the closed system of fields will remain invariant provided that the internal metric satisfies the condition

$$
\partial_{\mu} g_{\bar{a} b}-\Gamma_{\mu \bar{a}}^{\bar{c}} g_{\bar{c} b}-\Gamma_{\mu b}^{c} g_{\bar{a} c}=0
$$

i.e., that

$$
\nabla_{\mu} g_{\vec{a} b}=0
$$

Geometrically, this means that the same internal metric must be employed at each event. It follows from (6) that $g_{a b}$ must be invariant under all transformations of $\mathscr{H}$, that is,

$$
\begin{equation*}
H_{\bar{a}}^{b} g_{b c} H_{d}{ }^{c}=g_{a d} . \tag{21}
\end{equation*}
$$

Hence $\mathcal{J e}$ must be identical to or a subgroup of the group of gauge transformations which leave the internal metric invariant; Kis identical to or a subgroup of the internal symmetry group. ${ }^{26}$
Since $\mathcal{R}$ is compact, its self-representation in the internal space may be taken to be unitary. Then there exists an invariant bilinear form

$$
\theta_{a} a^{a b} \zeta_{b}
$$

where $\theta_{a}$ and $\zeta_{b}$ are internal vectors, $\zeta_{b}$ is the complex conjugate of $\zeta_{b}$, and where $h^{a b}$ is a positive-definite Hermitian tensor in internal space, the holonomy metric. The representation of $\mathcal{R}$ in internal space is then completely reducible. The internal space may be written as the sum of orthogonal (with respect to $h^{a b}$ ) invariant subspaces, each transforming under an irreducible representation of $\mathfrak{R}$ in internal space. Of importance is whether these subspaces are also orthogonal with respect to the internal metric $g_{a b}$ appearing in (18). If so, only the components of the Dirac multiplet field lying in the same irreducible subspace are coupled by the non-Abelian gauge field in the Lagrangian (18).
The nonsingular linear internal operator $A$ defined by

$$
A_{a}{ }^{c}=g_{a b} h^{b c}
$$

satisfies

$$
A R-R A=0
$$

where $R$ is any transformation of $\mathcal{R}$. The eigenvectors of $A$ with common eigenvalue then form invariant
subspaces under the unitary transformations of $\mathcal{R}$, and the different invariant subspaces are orthogonal with respect to the holonomy metric. From Schurr's lemma it follows that an internal base can be chosen such that $A$ has diagonal form. Without loss of generality, the base can be chosen such that

$$
h_{a b}=\delta_{a b}
$$

Let these irreducible invariant subspaces in internal space be labeled by $I_{\alpha}$. Then $g_{a b}$ is proportional to $h_{a b}$ in each $I_{\alpha}$. Thus the subspaces transforming under the irreducible representations of $\mathfrak{R}$ in internal space are orthogonal with respect to both the holonomy metric and the metric defining the internal symmetry group $g_{a b}$.

The generators of the center of $\mathfrak{H}$ commute among themselves and with all transformations of $\mathfrak{R}$. Therefore, it is also possible to decompose the internal space into invariant orthogonal subspaces transforming irreducibly under $\mathfrak{R}$, where in each of these subspaces, say $I_{a^{\prime}}$, the generators of $\mathcal{C}$ are multiples of the identity operator. Commuting linear operators have simultaneous eigenvectors.

The irreducible subspaces $I_{\alpha^{\prime}}$ so defined must coincide with the $I_{\alpha}$ defined above by the diagonal form of $A$, i.e., $A$ must commute with the transformations of $\mathcal{C}$; for in the opposite situation at least two irreducible subspaces would be required to have a nontrivial intersection, leading to a contradiction. The $I_{\alpha}$ and $I_{a^{\prime}}$ were chosen to be irreducible.

Since the transformations of $\mathcal{C}$ commute with $A$ and leave invariant the metric $g^{a b}$, they also leave invariant $h^{a b}$, which is definite in each $I_{\alpha}$. It follows that if $\mathfrak{H e}$ has a center, then the center of $\mathscr{H}$ is also a compact group. Then the irreducible invariant subspaces transforming under irreducible representations of $\mathscr{H}$, coinciding with those of $\mathcal{R}$, are orthogonal with respect to the internal metric. This result would hold, for example, even if $g_{a b}$ were indefinite.
Suppose the procedure for decomposing the internal space into the sum of irreducible subspaces (under $\mathscr{H}$ ) has been carried out. Then in the basis (7) the $L_{m}$, the $\Gamma_{\kappa}$, and the $\phi_{\kappa 2}$ must have a block diagonal form with respect to the $I_{\alpha}$. Furthermore, one has

$$
\psi(\alpha)_{a} g^{\bar{a} b} L_{m b}^{c} \theta(\beta)_{c}=0
$$

where $\psi(\alpha)$ and $\theta(\beta)$ are, respectively, internal vectors belonging to the irreducible subspaces $I_{\alpha}$ and $I_{\beta}$. Therefore, the Lagrangian (18) may be simplified to

$$
\begin{align*}
L_{T} & =\sum_{\alpha} L(\alpha) D+L(\alpha)_{F} \\
L(\alpha)_{F} & =-\frac{1}{4} \operatorname{Tr} \phi(\alpha)_{\kappa \lambda} \phi(\alpha)^{\kappa \lambda}, \tag{22}
\end{align*}
$$

where

$$
\begin{align*}
L(\alpha)_{D}= & -\frac{1}{2} i\left[\bar{\psi}(\alpha)_{a} \gamma^{\mu} g^{\bar{b} b} \nabla_{\mu} \psi(\alpha)_{b}\right. \\
& \left.-\left(\nabla_{\mu} \bar{\psi}(\alpha)_{b}\right) \gamma^{\mu} g^{\bar{a} b} \psi(\alpha)_{b}\right]-M \bar{\psi}(\alpha)_{a} g^{\bar{a} b} \psi(\alpha)_{b} \tag{23}
\end{align*}
$$

and where

$$
\nabla_{\mu} \psi(\alpha)_{b}=\left(\partial_{\mu} \delta_{b}^{c}-\Gamma(\alpha)_{\mu b}{ }^{c}\right) \psi(\alpha)_{c} .
$$

The remaining problem is to clarify the relationship between the irreducible self-representations of $\mathscr{H}$ and those of the $\mathcal{R}_{r}$. The self-representations of any $\mathcal{R}_{r}$ may be broken down into irreducible representations in the internal space, and all these representations must be faithful. The field equation
where

$$
J(\alpha)^{\kappa}=\nabla_{\lambda} \phi(\alpha)^{\kappa \lambda},
$$

$$
J(\alpha)^{k}{ }_{b}^{e}=i \bar{\psi}(\alpha)_{\bar{a}} \gamma^{\mu} \psi(\alpha)_{b} g^{\bar{a} c}
$$

is the external source current, and the Bianchi identity (4) may be looked upon from two points of view, either in terms of their Lie algebraic components or in terms of their matrix elements in internal space. Consistency requires faithful irreducible representations of each $\mathcal{R}_{T}$.
Suppose the subspaces transforming under irreducible representations of a particular group, say $\mathfrak{R}_{1}$, have been identified. The matrices representing the generators of this subgroup must be in block diagonal form with respect to these invariant subspaces. The generators of the other subgroups commute with those of $\Re_{1}$, and their eigenvectors can be used to label the subspaces invariant under $\mathfrak{R}_{1}$ (not necessarily uniquely). The subspaces so labeled must coincide for all the generators of each $\Re_{\tau}$ with $\tau>1$, since the subspaces are irreducible. Otherwise one would have a nonnull intersection of two irreducible subspaces, itself an invariant sutspace, leading to a contradiction. This means that the matrices representing the generators of the groups $\mathfrak{R}_{r}$ with $\tau>1$ must be multiples of the identity operator in each of the invariant subspaces. However, since each representation must be faithful, this requires that, in the subspaces transforming under irreducible representations of $\Re_{1}$, the matrices representing the generators of each $\mathfrak{R}_{\tau}$ with $\tau>1$ all vanish. Hence the irreducible self-representations of $\mathfrak{R}$ coincide with those of an $\mathcal{R}_{r}$. The self-representation of $\mathcal{R}$ is constructed by taking the direct sum of irreducible self-representations of simple compact holonomy groups in the internal space. The subspaces $I_{\alpha}$ are those transforming under irreducible representations of these groups.
The internal holonomy group is further restricted by considering the nature of the possible interactions and
conserved charges generated by the components of ${ }^{c} \phi_{k \lambda}$, belonging to the Lie algebra of the center of Fe. Such components satisfy Maxwell's equations. Since in each $I_{\alpha}$ the generators of $\mathbb{C}$ are multiples of the identity operator, all components of the external multiplet field in $I_{\alpha}$ have equal weight in contributing to the external source current

$$
j(\alpha)^{k}{ }_{m}=\operatorname{Tr}^{c} L(\alpha) J(\alpha)^{\kappa}, \quad{ }^{c} L \in{ }^{c} \mathcal{E} .
$$

Therefore, all the particles represented by the different components of $\psi(\alpha)$ can be expected to have long-range repulsive Coulomb-like interactions. Such a situation would be in conflict with experimental data, the interaction being the same as that which would be expected to arise due to a baryon number field and associated conservation law. ${ }^{27}$ Thus the center of $\mathfrak{H C}$ must be trivial.

Due to the total antisymmetry of the structure constants of $\mathscr{K}$ and to the orthogonality of the irreducible subspaces $I_{\alpha}$, the gauge field equation can be decomposed into the form

$$
{ }^{\tau} J(\alpha)^{\kappa}=\nabla_{\lambda}{ }^{\tau} \phi(\alpha)^{\kappa \lambda}
$$

while a similar decomposition holds for the Lagrangian (18) and the field equations for other multiplet fields. Thus one must conclude that, in a locally gauge-invariant theory, gauge fields of physical interest have simple compact $\mathfrak{H e}$ and that all the multiplet fields may be classified according to the irreducible representations of $\mathscr{H}$.

## VI. DISCUSSION

Via the fundamental Lie algebraic and group properties of the gauge field present in any locally gauge-invariant theory, the features of solutions to the gauge field equation were investigated under the requirement that their resultant energy density must always come out positive. For a theory involving only the self-coupled gauge field, this was done independently of the notion of an internal symmetry group. The results indicate that free gauge fields of physical interest must have simple and compact $\mathcal{F e}$.
In considering the case where the gauge field is both self-coupled and coupled to other multiplet fields, it was necessary to introduce the notion of an internal symmetry group. The precise nature of the coupling between the gauge field and the other multiplet fields, and of the symmetry group, was left unspecified. Gauge-invariant homogeneity and isotropy of event space for closed systems led to the condition that $\mathfrak{H}$ must be either identified with or a subgroup of the symmetry group. The possibility of the latter being a subgroup of $\mathfrak{H}$, allowed through the requirement
that $\mathscr{H}$ and the symmetry group be compatible, ${ }^{1}$ is not allowed.

Positive definiteness taken alone requires in the case of coupled fields only that $\mathscr{H}$ be the direct product of an Abelian group $\mathbb{C}$, its center, and compact simple groups $\mathcal{R}$. However, the subspaces transforming under the irreducible self-representations of $\mathscr{H}$ and $\mathscr{R}$ must coincide. It was further found that the presence of a nontrivial center could be expected to lead to unphysical pseudo-electromagneticlike interactions between external multiplet fields. Hence, in locally gauge-invariant theories involving either coupled or free gauge fields, gauge fields of physical interest should have simple compact $\mathscr{H}$. Since the multiplet fields transforming under different irreducible representations of $\mathscr{H}$ are orthogonal with respect to the internal metric, all the multiplet fields can be classified according to the irreducible representations of this group.

In the classification of gauge fields allowed by generalizations of the Yang-Mills trick, global symmetries of the first kind were generalized through minimal coupling to local symmetries, following the lead of Yang and Mills. The result was that theories derived along these lines should have simple symmetry groups, with the gauge field transforming under the adjoint representation of the symmetry group. The internal holonomy group played no role. In the present investigation, the classification problem was approached from the point of view of how to generalize possible theories of the free self-coupled gauge field and imbed them into symmetry theories involving other multiplet fields. $\mathscr{H}$ was treated as fundamental. It is interesting to note that local gauge invariance alone (with recognition of the homogeneity and isotropy of event space) is sufficient to require that the gauge potentials are anti-Hermitian with respect to the internal metric and transform under the adjoint representation of the internal symmetry group. These assumptions do not have to be made at the outset, as is customary in generalizing the Yang-Mills trick.

The precise relationship between the internal holonomy and symmetry groups requires further investigation. The statement that $\mathscr{H}$ must be either identical to or a subgroup of the symmetry group refers only to their structure and not to the physical notions associated with them. This is particularly important when one recognizes that both groups may have a strong coordinate dependence.

Although the $\mathscr{H}\left(x^{\kappa}\right)$ at different events are isomorphic, they may tend asymptotically away from a localized region in event space to an Abelian group of lower dimensionality. This fact has played an impor-
tant role in leading to the asymptotic identification for the electromagnetic part of the gauge field. ${ }^{8}$ Therein, He tends away from the sources of the gauge field to an Abelian group, and the long-range component of the gauge field is identified with the electromagnetic field. Crucial is the coordinate dependence of the internal symmetry group. If one requires that the theory be invariant under the full symmetry group at all events, there clearly can be no electromagnetic breaking of isospin symmetry. In this case it would appear necessary to reject the asymptotic identification. On the other hand, in the context of the asymptotic identification, the charge measuring operators can be shown to restrict the allowed symmetry and holonomy group transformations as one moves away from the sources of the gauge field. Since the latter governs the dynamic symmetry of the interactions between sources, one can construct a model in which the symmetries of the interactions between sources decreases with their increased separation. Thus by not attempting to a priori identify the gauge field with a particle multiplet field, one can conjecture at a theory in which the gauge field presents a unified approach to electromagnetic and strong interactions within the context of local gauge theory and which at the same time accounts for electromagnetic and medium strength breaking of strong interactions. ${ }^{28}$

[^20]gauge potential appears in the gauge covariant derivative (2), in distinction to investigations based upon generalizations of the YangMills trick. The latter assume that either the potentials transform under the adjoint representation of an internal symmetry group as in Ref. 13 or some equivalent condition such as the invertibility of certain matrices, as in Ref. 12.
${ }^{24}$ The following convention is used below. The indices $m, n, \cdots, t$ refer to the group space of $\mathscr{H}$, while the indices $a, b, c$, and $d$ refer to the internal space.
${ }^{25} g^{a b}$ denotes the inverse of $g_{a \bar{b}}$, and it is assumed that $g^{a \bar{b}}$ is Hermitian.
${ }^{26}$ Since invariance of the mass term in (18) under an equivalence transport of the fields also leads to (21), it is evident that (21) must hold for arbitrary gauge-invariant couplings between the gauge and other multiplet fields. One also has that gauge invariance alone is sufficient to insure the reality of the interaction energy density ( $g^{a} \bar{b} \Gamma_{\mu b}{ }^{c}=-\Gamma_{\mu \bar{b}} \bar{\sigma}^{\bar{b}}{ }^{\bar{c}}$ ) and also that the potentials can always be expanded in terms of the generators of the internal symmetry group.
${ }_{27}$ C. N. Yang and T. D. Lee, Phys. Rev. 98, 1501 (1955).
${ }^{28}$ C. A. Uzes, "Asymmetry in the Asymptotic Identification" (unpublished).
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#### Abstract

The problem of diffraction of time harmonic electromagnetic waves by a perfectly conducting thin annular disk is solved when the incident wave is a plane wave traveling in a direction perpendicular to the annulus. The electromagnetic problem is reduced to two scalar problems with the help of the Hertz vector representation formulas. Each of these scalar problems is formulated in terms of a Fredholm integral equation of the first kind, which is subsequently reduced to a system of four simultaneous Fredholm integral equations of the second kind. This system is then solved by the straightforward iteration scheme. Low-frequency approximations are presented for various physical quantities such as the components of the induced surface current density at the disk and the scattering cross section.


## 1. INTRODUCTION

The problem of electromagnetic diffraction by a thin circular conducting disk has been solved by many authors and by widely differing techniques. An account of these attempts is given in Refs. 1-6. However, there has been no attempt made so far to solve the corresponding problem of an annular disk. The reason is that it is a three-part boundary value problem, and until recently there were not many mathematical techniques available for solving such a problem. With the appearance of a paper by Gubenko and Mossakovskii ${ }^{7}$ a great interest has been aroused to solve three-part boundary value problems. In the process, several interesting methods have been devised. An integral equation technique which has its origin in the researches of Copson, ${ }^{8}$ Williams, ${ }^{9}$ Thomas, ${ }^{10}$ and the present authors ${ }^{11,12}$ appears to be very suitable for the purpose. In this paper we extend that technique and present the solution for the problem of electromagnetic diffraction by an ideally conducting circular annulus.

We use a Hertz vector formulation as used by Bazer and Rubenfeld ${ }^{6}$ in their study of the electromagnetic diffraction by a circular aperture in a plane screen.

Thereby, the present problem reduces to two scalar problems which are linked by three arbitrary constants. These constants are subsequently evaluated with the help of the edge and continuity conditions. Each of these two scalar problems is reduced to the solution of a Fredholm integral equation of the first kind which is subsequently reduced to two Volterra integral equations and a system of four simultaneous Fredholm integral equations of the second kind. The former have a rather elementary kernel and therefore can be readily inverted, while the latter are solved by the standard iteration procedure. Although these integral equations are valid for all wavelengths and all the ratios of the inner and outer radii of the annulus, they are specially useful when the waves have long wavelengths compared with the outer radius and the inner radius is much smaller than the outer radius.

In Sec. 2 we present the mathematical formulation of the problem. Section 3 contains the mathematical technique for solving this problem, and we have included it for the sake of completeness as well as for ease of reference. We present the solution in Sec. 4. The edge conditions are studied in Sec. 5 , wherein the three constants mentioned above are evaluated. In
gauge potential appears in the gauge covariant derivative (2), in distinction to investigations based upon generalizations of the YangMills trick. The latter assume that either the potentials transform under the adjoint representation of an internal symmetry group as in Ref. 13 or some equivalent condition such as the invertibility of certain matrices, as in Ref. 12.
${ }^{24}$ The following convention is used below. The indices $m, n, \cdots, t$ refer to the group space of $\mathscr{H}$, while the indices $a, b, c$, and $d$ refer to the internal space.
${ }^{25} g^{a b}$ denotes the inverse of $g_{a \bar{b}}$, and it is assumed that $g^{a \bar{b}}$ is Hermitian.
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Thereby, the present problem reduces to two scalar problems which are linked by three arbitrary constants. These constants are subsequently evaluated with the help of the edge and continuity conditions. Each of these two scalar problems is reduced to the solution of a Fredholm integral equation of the first kind which is subsequently reduced to two Volterra integral equations and a system of four simultaneous Fredholm integral equations of the second kind. The former have a rather elementary kernel and therefore can be readily inverted, while the latter are solved by the standard iteration procedure. Although these integral equations are valid for all wavelengths and all the ratios of the inner and outer radii of the annulus, they are specially useful when the waves have long wavelengths compared with the outer radius and the inner radius is much smaller than the outer radius.

In Sec. 2 we present the mathematical formulation of the problem. Section 3 contains the mathematical technique for solving this problem, and we have included it for the sake of completeness as well as for ease of reference. We present the solution in Sec. 4. The edge conditions are studied in Sec. 5 , wherein the three constants mentioned above are evaluated. In

Sec. 6 we present the formulas for the components of the induced surface current density at the disk and the scattering cross section.

## 2. MATHEMATICAL FORMULATION OF THE PROBLEM

Cylindrical polar coordinates $(\rho, \varphi, z)$ are chosen with the origin at the center of the annular disk so that the disk occupies the region $z=0, b \leq \rho \leq a$, for all $\varphi$. The medium has the permittivity $\epsilon$ and permeability $\mu$, while the speed of propagation of electromagnetic waves is $c=(\epsilon \mu)^{-\frac{1}{2}}$. Maxwell equations in source-free regions (in rationalized MKS units) are

$$
\begin{align*}
\operatorname{curl} \mathbf{E}-i \omega \mu \mathbf{H}=0, & \operatorname{div} \mathbf{E}=0 \\
\operatorname{curl} \mathbf{H}+i \omega \in \mathbf{E}=0, & \operatorname{div} \mathbf{H}=0, \tag{2.1}
\end{align*}
$$

where $\mathbf{E}$ and $\mathbf{H}$ are the electric field and magnetic field intensities, respectively. In the above equations and in the sequel, a time dependence $\exp (-i \omega t)$ is understood and omitted.

Let an incident plane wave traveling along the $z$ axis, due to sources in the half-space $z<0$, impinge on the circular annulus. If $\mathbf{E}^{(0)}$ and $\mathbf{H}^{(0)}$ are the timeindependent parts of the electric field and magnetic field intensities of this incident wave, then

$$
\begin{align*}
\mathbf{E}^{(0)} & =\left(E_{\rho}^{(0)}, E_{\varphi}^{(0)}, E_{z}^{(0)}\right) \\
& =(\cos \varphi,-\sin \varphi, 0) \exp (i k z), \\
\mathbf{H}^{(0)} & =\left(H_{\rho}^{(0)}, H_{\varphi}^{(0)}, H_{z}^{(0)}\right) \\
& =(\epsilon / \mu)^{\frac{1}{2}}(\sin \varphi, \cos \varphi, 0) \exp (i k z), \tag{2.2}
\end{align*}
$$

and $k=\omega / c$. The time-independent parts of the electric and magnetic intensities of the total field are

$$
\begin{equation*}
\mathbf{E}=\mathbf{E}^{(0)}+\mathbf{E}^{(1)}, \quad \mathbf{H}=\mathbf{H}^{(0)}+\mathbf{H}^{(1)} \tag{2.3}
\end{equation*}
$$

where $\mathbf{E}^{(1)}$ and $\mathbf{H}^{(1)}$ correspond to the diffracted field. We can represent the diffracted field in terms of a magnetic Hertz vector $\mathbf{M}$ :

$$
\begin{align*}
\mathbf{M} & =\left(M_{\rho}, M_{\varphi}, M_{z}\right) \\
& =\left\{M_{1}(\rho, z) \sin \varphi, M_{1}(\rho, z) \cos \varphi, M_{2}(\rho, z) \sin \varphi\right\} \tag{2.4}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{E}^{(1)}=i \omega \mu \operatorname{curl} \mathbf{M}, \quad \mathbf{H}^{(1)}=(\operatorname{grad} \operatorname{div} \mathbf{M})+k^{2} \mathbf{M} \tag{2.5}
\end{equation*}
$$

where

$$
\left(\nabla^{2}+k^{2}\right) \mathbf{M}=0
$$

and

$$
\left(\nabla^{2}+k^{2}\right) M_{1}(\rho, z)=0
$$

or

$$
\begin{array}{r}
\frac{\partial^{2} M_{1}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial M_{1}}{\partial \rho}+\frac{\partial^{2} M_{1}}{\partial z^{2}}+k^{2} M_{1}=0  \tag{2.6}\\
\left(\nabla^{2}+k^{2}\right)\left[M_{2}(\rho, z) \sin \varphi\right]=0
\end{array}
$$

or

$$
\begin{equation*}
\frac{\partial^{2} M_{2}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial M_{2}}{\partial \rho}-\frac{M_{2}}{\rho^{2}}+\frac{\partial^{2} M_{2}}{\partial z^{2}}+k^{2} M_{2}=0 \tag{2.7}
\end{equation*}
$$

Besides, from (2.4) and (2.5), we have

$$
\begin{align*}
E_{\rho}^{(1)} & =i \omega \mu\left(\frac{M_{2}}{\rho}-\frac{\partial M_{1}}{\partial z}\right) \cos \varphi \\
H_{\rho}^{(1)} & =\left(\frac{\partial^{2} M_{1}}{\partial \rho^{2}}+\frac{\partial^{2} M_{2}}{\partial \rho \partial z}+k^{2} M_{1}\right) \sin \varphi \\
E_{\varphi}^{(1)} & =i \omega \mu\left(\frac{\partial M_{1}}{\partial z}-\frac{\partial M_{2}}{\partial \rho}\right) \sin \varphi \\
H_{\varphi}^{(1)} & =\left(\frac{1}{\rho} \frac{\partial M_{1}}{\partial \rho}+\frac{1}{\rho} \frac{\partial M_{2}}{\partial z}+k^{2} M_{1}\right) \cos \varphi  \tag{2.8}\\
E_{z}^{(1)} & =i \omega \mu\left(\frac{\partial M_{1}}{\partial \rho}\right) \cos \varphi \\
H_{z}^{(1)} & =\left(\frac{\partial^{2} M_{1}}{\partial \rho \partial z}-\frac{\partial^{2} M_{2}}{\partial \rho^{2}}-\frac{1}{\rho} \frac{\partial M_{2}}{\partial \rho}+\frac{M_{2}}{\rho^{2}}\right) \sin \varphi
\end{align*}
$$

The boundary conditions are:
(i) The tangential component of $E$ vanishes on the annulus;
(ii) $E$ and $H$ are continuous across the region $z=0, \rho>a, 0 \leq \rho<b$;
(iii) $M_{1}$ and $M_{2}$ satisfy the radiation condition at infinity.
In terms of the scalar fields $M_{1}$ and $M_{2}$, these boundary conditions take a simple form. Indeed, for $M_{1}$ we have

$$
\begin{align*}
& {\left[\frac{\partial M_{1}}{\partial z}\right]_{z=0+}=\left[\frac{\partial M_{1}}{\partial z}\right]_{z=0-}=A-\frac{i}{\omega \mu}, \quad b \leq \rho \leq a} \\
& M_{1} \text { and } \frac{\partial M_{1}}{\partial z} \text { are continuous across } z=0, \quad \rho>a,  \tag{2.10}\\
& {\left[M_{1}(\rho, z)\right]_{z=0+}-\left[M_{1}(\rho, z)\right]_{z=0-}=B, \quad 0 \leq \rho<b,} \\
& {\left[\frac{\partial M_{1}}{\partial z}\right]_{z=0+}-\left[\frac{\partial M_{1}}{\partial z}\right]_{z=0-}=C, \quad 0 \leq \rho<b,} \tag{2.11}
\end{align*}
$$

where $A, B$, and $C$ are three unknown constants which shall be eventually evaluated with the help of the edge conditions and continuity considerations of the quantities $\left[M_{1}(\rho, z)\right]_{z=0 \pm}$ and $\left[M_{2}(\rho, z)\right]_{z=0 \pm}$, which are functions of $\rho$.

The corresponding boundary conditions for $M_{2}$ are

$$
\begin{equation*}
\left[M_{2}\right]_{z=0+}=\left[M_{2}\right]_{z=0-}=A \rho, \quad b \leq \rho \leq a, \tag{2.13}
\end{equation*}
$$

$M_{2}$ and $\frac{\partial M_{2}}{\partial z}$ are continuous across $z=0, \quad \rho>a$,

$$
\begin{equation*}
\left[\frac{\partial M_{2}}{\partial z}\right]_{z=0+}-\left[\frac{\partial M_{2}}{\partial z}\right]_{z=0-}=-k^{2} B \rho, \quad 0 \leq \rho<b \tag{2.14}
\end{equation*}
$$

$$
\begin{equation*}
\left[M_{2}\right]_{z=0+}-\left[M_{2}\right]_{z=0-}=C \rho, \quad 0 \leq \rho<b . \tag{2.15}
\end{equation*}
$$

The electromagnetic problem has thus been reduced to two scalar problems: one, to determine $M_{1}$ from (2.6) subject to the boundary conditions (2.9)-(2.12) and, second, to determine $M_{2}$ from (2.7) subject to the boundary conditions (2.13)-(2.16). These two scalar problems are linked by three arbitrary constants $A$, $B$, and $C$.
The next step is to give both these scalar problems an integral equation formulation. We start with $M_{1}$ and define the jump

$$
\begin{equation*}
I(\rho)=\left[M_{1}(\rho, z)\right]_{z=0+}-\left[M_{1}(\rho, z)\right]_{z=0--} \tag{2.17}
\end{equation*}
$$

From (2.10) and (2.11) it follows that

$$
\begin{equation*}
I(\rho)=0, \quad \rho>a, \quad I(\rho)=B, \quad 0 \leq \rho<b \tag{2.18}
\end{equation*}
$$

It is traditionally known by applying the Green's function method ${ }^{1,13}$ that the differential equation (2.6) subject to the boundary conditions (2.9)-(2.11) has the integral representation formula

$$
\begin{align*}
M_{1}(\rho, z)= & \frac{1}{4 \pi} \int_{0}^{a} \int_{0}^{2 \pi} t I(t)\left(\frac{\partial}{\partial z_{1}}\left(\frac{e^{i k R}}{R}\right)\right\}_{z_{1}=0} d \varphi_{1} d t \\
& \left.-\frac{C}{4 \pi} \int_{0}^{b} \int_{0}^{2 \pi} t \frac{e^{i k R}}{R}\right\}_{z_{1}=0} d \varphi_{1} d t, \tag{2.19}
\end{align*}
$$

where $\left(t, \varphi_{1}, z_{1}\right)$ denotes the point on the annular disk and

$$
R=\left[\rho^{2}+t^{2}-2 \rho t \cos \left(\varphi-\varphi_{1}\right)+\left(z-z_{1}\right)^{2}\right]^{\frac{1}{2}}
$$

Using the boundary condition (2.9) in (2.19), we obtain

$$
\begin{align*}
A- & \frac{i}{\omega \mu} \\
= & -\frac{1}{4 \pi} \int_{0}^{a} \int_{0}^{2 \pi} t I(t)\left(\frac{\partial^{2}}{\partial z^{2}}\left(\frac{e^{i k R}}{R}\right)\right\}_{\substack{z_{1}=0 \\
z=0}} d \varphi_{1} d t \\
= & \frac{1}{2}\left(\frac{\partial^{2}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial}{\partial \rho}+k^{2}\right)\left[\int_{0}^{a} t I(t)\right. \\
& \left.\times \int_{0}^{\infty} \frac{p e^{-\gamma|z|} J_{0}(p \rho) J_{0}(p t)}{\gamma} d p d t\right]_{z=0}, \quad b \leq \rho \leq a, \tag{2.20}
\end{align*}
$$

where

$$
\begin{align*}
\gamma & =-i\left(k^{2}-p^{2}\right)^{\frac{1}{2}}, & & k \geq p, \\
& =\left(p^{2}-k^{2}\right)^{\frac{1}{2}}, & & p \geq k . \tag{2.21}
\end{align*}
$$

But

$$
\left(\frac{\partial^{2}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial}{\partial \rho}\right) J_{0}(p \rho)=-p^{2} J_{0}(p \rho) ;
$$

therefore, (2.20) becomes

$$
\begin{aligned}
& 2\left(A-\frac{i}{\omega \mu}\right) \\
& =-\left[\int_{0}^{a} t I(t) \int_{0}^{\infty} p \gamma e^{-\gamma|z|} J_{0}(p \rho) J_{0}(p t) d p d t\right]_{z=0} \\
& =-\frac{1}{\rho} \frac{\partial}{\partial \rho}\left[\rho \left(\int_{0}^{b} B \frac{d}{d t} \int_{0}^{\infty} \frac{t \gamma}{p} e^{-\gamma|z|} J_{1}(p \rho) J_{1}(p t) d p d t\right.\right. \\
& \left.\left.\quad+\int_{b}^{a} I(t) \frac{d}{d t} \int_{0}^{\infty} t \frac{\gamma}{p} e^{-\gamma|z|} J_{1}(p \rho) J_{1}(p t) d p d t\right)\right]_{z=0} \\
& b \leq \rho \leq a, \quad(2.22)
\end{aligned}
$$

where we have used the boundary condition (2.18).
It follows from the integral representation formula (2.19) for the function $M_{1}(\rho, z)$ that $\left[M_{1}(\rho, z)\right]_{z= \pm 0}$ are continuous functions of $\rho$ for all values of $\rho$ if and only if the function $I(\rho)$ defined by the relation (2.17) is also continuous for all values of $\rho$, and we obtain from (2.18)

$$
\begin{equation*}
I(a)=0, \quad B=I(b) \tag{2.23}
\end{equation*}
$$

Furthermore, it is interesting to observe that if the relation (2.23) did not hold, then we would have ended up getting a divergent integral (as $\rho \rightarrow b$ ) on the right side of (2.22).
From (2.22) and (2.23) it follows that

$$
\begin{align*}
& 2 \rho\left(A-\frac{i}{\omega \mu}\right) \\
& \quad=\frac{\partial}{\partial \rho}\left(\rho \int_{b}^{a} t \phi_{1}(t) \int_{0}^{\infty} \frac{\gamma}{p} J_{1}(p \rho) J_{1}(p t) d p d t\right), \\
& b \leq \rho \leq a, \tag{2.24}
\end{align*}
$$

where

$$
\begin{equation*}
\phi_{1}(\rho)=\frac{d}{d \rho}[I(\rho)] \quad \text { and } \quad I(a)=0 \tag{2.25}
\end{equation*}
$$

Now integrate (2.24) with respect to $\rho$, and divide both sides by $\rho$ to get the Fredholm integral equation of the first kind,

$$
\begin{align*}
f_{1}(\rho) & =\left(A-\frac{i}{\omega \mu}\right) \rho \\
& =\int_{b}^{a} t \phi_{1}(t) K_{11}(t, \rho) d t, \quad b \leq \rho \leq a \tag{2.26}
\end{align*}
$$

where the kernel $K_{11}(t, \rho)$ is

$$
\begin{equation*}
K_{11}(t, \rho)=\int_{0}^{\infty} \frac{\gamma}{p} J_{1}(p \rho) J_{1}(p t) d p \tag{2.27}
\end{equation*}
$$

Let us now attend to finding the corresponding integral representation formula for $M_{2}$ from the boundary value problem as embodied in the differential equation (2.7) and the boundary conditions (2.13)-(2.16). This is accomplished by defining the jump

$$
\begin{equation*}
\phi_{2}(\rho)=\left[\frac{\partial M_{2}(\rho, z)}{\partial z}\right]_{z=0+}-\left[\frac{\partial M_{2}(\rho, z)}{\partial z}\right]_{z=0-} \tag{2.28}
\end{equation*}
$$

$$
\begin{align*}
M_{2}(\rho, z)=-\frac{1}{4 \pi} \int_{0}^{a} \int_{0}^{2 \pi} t \phi_{2}(t) & \left(\frac{e^{i k\left(\rho^{2}+t^{2}-2 \rho t \cos \psi+z^{2}\right)^{\frac{1}{2}}}}{\left(\rho^{2}+t^{2}-2 \rho t \cos \psi+z^{2}\right)^{\frac{1}{2}}}\right) \cos \psi d \psi d t \\
& +\frac{C}{4 \pi} \int_{0}^{b} \int_{0}^{2 \pi} t^{2}\left[\frac{\partial}{\partial z_{1}}\left[\frac{e^{i k\left\{\rho^{2}+t^{2}-2 \rho t \cos \psi+\left(z-z_{1}\right)^{2}\right]^{\frac{1}{2}}}}{\left(\rho^{2}+t^{2}-2 \rho t \cos \psi+\left(z-z_{1}\right)^{2}\right]^{\frac{1}{2}}}\right] \quad\right\} \cos \psi d \psi d t . \tag{2.31}
\end{align*}
$$

Thus from (2.14) and (2.15) it follows that

$$
\begin{gather*}
\phi_{2}(\rho)=0, \quad a<\rho<\infty \\
\phi_{2}(\rho)=-B k^{2} \rho=-k^{2} \rho I(b), \quad 0 \leq \rho<b \tag{2.29}
\end{gather*}
$$

Again by applying the usual Green's function approach, we find that the boundary value problem for $M_{2}$ is governed by the formula

$$
\begin{align*}
& M_{2}(\rho, z) \sin \varphi \\
&=-\frac{1}{4 \pi} \int_{0}^{a} \int_{0}^{2 \pi} t \phi_{2}(t)\left(\frac{e^{i k R}}{R}\right\}_{z_{1}=0} \sin \varphi_{1} d \varphi_{1} d t \\
&+\frac{C}{4 \pi} \int_{0}^{b} \int_{0}^{2 \pi} t^{2}\left\{\frac{\partial}{\partial z_{1}}\left(\frac{e^{i k R}}{R}\right)\right\}_{z_{1}=0} \sin \varphi_{1} d \varphi_{1} d t \tag{2.30}
\end{align*}
$$

By setting $\varphi_{1}-\varphi=\psi$, after simplification we obtain

The boundary conditions (2.13) and (2.29) lead to the Fredholm integral equation of the first kind,

$$
\begin{equation*}
f_{2}(\rho)=\int_{b}^{a} t \phi_{2}(t) K_{21}(t, \rho) d t, \quad b \leq \rho \leq a \tag{2.32}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{21}(t, \rho)=\int_{0}^{\infty} \frac{p J_{1}(p \rho) J_{1}(p t) d p}{\gamma} \tag{2.33}
\end{equation*}
$$

and

$$
\begin{array}{r}
f_{2}(\rho)=-2 A \rho+B k^{2} \int_{0}^{b} t^{2} \int_{0}^{\infty} \frac{p}{\gamma} J_{1}(p \rho) J_{1}(p t) d p d t \\
b \leq \rho \leq a \tag{2.34}
\end{array}
$$

It is interesting to note that Eqs. (2.26) and (2.32) do not involve the constant $C$.

In the next section we present a mathematical technique for solving the integral equations of the type (2.26) and (2.32).

## 3. MATHEMATICAL TECHNIQUE

Both the integral equations (2.26) and (2.32) are of the form

$$
\begin{equation*}
f(\rho)=\int_{b}^{a} K_{1}(t, \rho) g(t) d t, \quad b \leq \rho \leq a \tag{3.1}
\end{equation*}
$$

where the functions $f$ and $K$ are given and $g(t)$ is to be found. We follow Gubenko and Mossakovskii ${ }^{7}$ and set

$$
\begin{equation*}
f(\rho)=\sum_{r=-\infty}^{\infty} a_{r} \rho^{r}=f_{1}(\rho)+f_{2}(\rho), \quad b \leq \rho \leq a \tag{3.2}
\end{equation*}
$$

都

Furthermore, we define two more functions $g_{1}(\rho)$ and $g_{2}(\rho)$ such that

$$
\begin{align*}
g_{1}(\rho)+g_{2}(\rho) & =0, \\
& =g(\rho), \\
& =0 \leq \rho \leq b  \tag{3.4}\\
& =0,
\end{align*} \quad \begin{array}{ll}
a<\rho<\infty
\end{array}
$$

With the help of the relations (3.2)-(3.4), the integral equation (3.1) becomes equivalent to the pair of integral equations

$$
\begin{align*}
& f_{1}(\rho)=\int_{0}^{\infty} g_{1}(t) K_{1}(t, \rho) d t, \quad 0<\rho \leq a  \tag{3.5}\\
& f_{2}(\rho)=\int_{0}^{\infty} g_{2}(t) K_{1}(t, \rho) d t, \quad b \leq \rho<\infty \tag{3.6}
\end{align*}
$$

The present method is based on perturbing the kernel $K_{1}(t, \rho)$ on a known suitable kernel $K_{0}(t, \rho)$ :

$$
\begin{equation*}
K_{1}(t, \rho)=K_{0}(t, \rho)+G(t, \rho) \tag{3.7}
\end{equation*}
$$

where the difference kernel $G(t, \rho)$ is in some sense smaller than the dominant part $K_{0}(t, \rho)$. Putting (3.7)
in (3.5) and (3.6), we have

$$
\begin{align*}
& \int_{0}^{\infty} K_{0}(t, \rho) g_{1}(t) d t \\
& \quad=f_{1}(\rho)-\int_{0}^{\infty} G(t, \rho) g_{1}(t) d t, \quad 0<\rho \leq a,  \tag{3.8}\\
& \int_{0}^{\infty} K_{0}(t, \rho) g_{2}(t) d t \\
& \quad=f_{2}(\rho)-\int_{0}^{\infty} G(t, \rho) g_{2}(t) d t, \quad b \leq \rho<\infty . \tag{3.9}
\end{align*}
$$

The choice of $K_{0}(t, \rho)$ is such that for all $g(t)$ it satisfies the relation

$$
\begin{align*}
& \int_{0}^{\infty} K_{0}(t, \rho) g(t) d t \\
&= h_{11}(\rho) \int_{0}^{\rho} K_{2}(w, \rho)\left[h_{12}(w)\right]^{2} \\
& \times \int_{w}^{\infty} K_{2}(w, t) g(t) h_{13}(t) d t d w, \quad 0<\rho<\infty, \\
&= h_{21}(\rho) \int_{\rho}^{\infty} K_{2}(\rho, w)\left[h_{22}(w)\right]^{2} \\
& \times \int_{0}^{w} K_{2}(t, w) g(t) h_{23}(t) d t d w, \quad 0<\rho<\infty, \tag{3.10}
\end{align*}
$$

where the functions $h_{i j}, i=1,2, j=1,2,3$, and $K_{2}$ are known functions. Besides, the kernel $K_{2}(t, \rho)$ is such that the Volterra equations

$$
\begin{align*}
& \int_{0}^{\rho} K_{2}(t, \rho) g(t) d t=f(\rho), \quad 0<\rho<\infty,  \tag{3.11}\\
& \int_{\rho}^{\infty} K_{2}(\rho, t) g(t) d t=f(\rho), \quad 0<\rho<\infty, \tag{3.12}
\end{align*}
$$

possess explicit unique solutions for $g$ in terms of $f$ for all arbitrary differentiable functions $f$. This method also necessitates the introduction of two more functions $L_{1}(v, w)$ and $L_{2}(v, w)$ such that

$$
\begin{align*}
G(t, \rho)= & h_{11}(\rho) h_{13}(t) \int_{0}^{\rho} \int_{0}^{t} K_{2}(w, \rho) K_{2}(v, t) \\
& \times h_{12}(w) h_{12}(v) L_{1}(v, w) d v d w \\
= & h_{21}(\rho) h_{23}(t) \int_{\rho}^{\infty} \int_{t}^{\infty} K_{2}(\rho, w) K_{2}(t, v) \\
& \times h_{22}(w) h_{22}(v) L_{2}(v, w) d v d w . \tag{3.13}
\end{align*}
$$

The result of substituting (3.10) and (3.13) in the relations (3.8) and (3.9) is the integral equations

$$
\begin{align*}
& h_{11}(\rho) \int_{0}^{\rho} K_{2}(w, \rho)\left[h_{12}(w)\right]^{2} \int_{w}^{\infty} K_{2}(w, t) g_{1}(t) h_{13}(t) d t d w \\
& =f_{1}(\rho)-h_{11}(\rho) \int_{0}^{\rho} K_{2}(w, \rho) h_{12}(w) \int_{0}^{\infty} L_{1}(v, w) h_{12}(v) \\
& \quad \times \int_{v}^{\infty} K_{2}(v, t) g_{1}(t) h_{13}(t) d t d v d w, \quad 0<\rho \leq a \tag{3.14}
\end{align*}
$$

and

$$
\begin{align*}
& h_{21}(\rho) \int_{\rho}^{\infty} K_{2}(w, \rho)\left[h_{22}(w)\right]^{2} \int_{0}^{w} K_{2}(t, w) g_{2}(t) h_{23}(t) d t d w \\
& =f_{2}(\rho)-h_{21}(\rho) \int_{\rho}^{\infty} K_{2}(\rho, w) h_{22}(w) \int_{0}^{\infty} L_{2}(v, w) h_{22}(v) \\
& \quad \times \int_{0}^{v} K_{2}(t, v) g_{2}(t) h_{23}(t) d t d v d w, \quad b \leq \rho<\infty, \tag{3.15}
\end{align*}
$$

where we have assumed that various orders of integration can be interchanged.
Let us now define functions $S_{1}(\rho), S_{2}(\rho), T_{1}(\rho)$, $T_{2}(\rho), C_{1}(\rho)$, and $C_{2}(\rho)$ such that

$$
\begin{array}{rlrl}
h_{12}(\rho) \int_{\rho}^{\infty} K_{2}(\rho, t) g_{1}(t) h_{13}(t) d t & =S_{1}(\rho), & & 0<\rho \leq a \\
& =-T_{1}(\rho), & & a<\rho<\infty \\
& & (3.16)  \tag{3.16}\\
h_{22}(\rho) \int_{0}^{\rho} K_{2}(t, \rho) g_{2}(t) h_{23}(t) d t & =-T_{2}(\rho), & & 0<\rho<b \\
& =S_{2}(\rho), & & b \leq \rho<\infty
\end{array}
$$

$h_{11}(\rho) \int_{0}^{\rho} K_{2}(w, \rho) C_{1}(w) h_{12}(w) d w=f_{1}(\rho), \quad 0<\rho \leq a$,

$$
\begin{array}{r}
h_{21}(\rho) \int_{\rho}^{\infty} K_{2}(\rho, w) C_{2}(w) h_{22}(w) d w=f_{2}(\rho), \\
b \leq \rho<\infty \tag{3.19}
\end{array}
$$

The integral equations (3.16)-(3.19) are of the form (3.11) and (3.12), which can be inverted in view of our earlier assumptions. Thus it follows from Eqs. (3.18) and (3.19) that the functions $C_{1}(\rho)$ and $C_{2}(\rho)$ are known in terms of $f_{1}(\rho)$ and $f_{2}(\rho)$. Moreover, from (3.14), (3.16), and (3.18) we derive the equation

$$
\begin{align*}
& S_{1}(\rho)+\int_{0}^{a} L_{1}(v, \rho) \mathrm{S}_{1}(v) d v \\
& \quad=C_{1}(\rho)+\int_{a}^{\infty} L_{1}(v, \rho) T_{1}(v) d v, \quad 0<\rho \leq a \tag{3.20}
\end{align*}
$$

Similarly, the result of combining (3.15), (3.17), and (3.19) is

$$
\begin{align*}
& S_{2}(\rho)+\int_{b}^{\infty} L_{2}(v, \rho) S_{2}(v) d v \\
& \quad=C_{2}(\rho)+\int_{0}^{b} L_{2}(v, \rho) T_{2}(v) d v, \quad b \leq \rho<\infty \tag{3.21}
\end{align*}
$$

Since we have four unknown functions $S_{1}, S_{2}, T_{1}$, and $T_{2}$, we need two more equations to supplement (3.20) and (3.21). They are readily obtained as follows: From the relations (3.4) and (3.16) we get the integral equation
$T_{1}(\rho)=h_{12}(\rho) \int_{\rho}^{\infty} K_{2}(\rho, t) g_{2}(t) h_{13}(t) d t, \quad a<\rho<\infty$,
while the relations (3.4) and (3.17) yield the equation

$$
\begin{equation*}
T_{2}(\rho)=h_{22}(\rho) \int_{0}^{\rho} K_{2}(t, \rho) g_{1}(t) h_{23}(t) d t, \quad 0<\rho<b \tag{3.23}
\end{equation*}
$$

Inverting (3.17), we find $g_{2}(t)$ in terms of $T_{2}$ and $S_{2}$, and the result of substituting this value in (3.22) is an integral equation containing the unknown functions $S_{2}, T_{1}$, and $T_{2}$. Similarly, inverting (3.16) yields $g_{1}(t)$, which when substituted in (3.23) results in an integral equation containing the unknown functions $S_{1}, T_{1}$, and $T_{2}$. Thereby, we have succeeded in deducing a system of four simultaneous integral equations involving four unknown functions $S_{1}, S_{2}, T_{1}$, and $T_{2}$. These equations are the Fredholm integral equations of the second kind and, as such, can be solved by the Neumann iteration scheme. Once we have solved this determinate system, we can recover the values of the functions $g_{1}(\rho)$ and $g_{2}(\rho)$ from the integral equations (3.16) and (3.17). Finally, the relation (3.4) gives us the value of the unknown function $g(\rho)$ of the original integral equation.

## 4. SOLUTION OF THE PROBLEM

Comparing (2.26) with (3.1), we have

$$
\begin{align*}
& g(\rho)=\rho \phi_{1}(\rho), \quad K_{11}(t, \rho)=\int_{0}^{\infty} \frac{\gamma J_{1}(p \rho) J_{1}(p t) d p}{p}, \\
& f_{1}(\rho)=(A-i / \omega \mu) \rho,  \tag{4.1}\\
& f_{11}(\rho)=(A-i / \omega \mu) \rho, \quad 0 \leq \rho \leq a, \\
& f_{12}(\rho)=0, \quad b \leq \rho<\infty, \\
& g_{1}(\rho)=\rho \phi_{11}(\rho), \quad g_{2}(\rho)=\rho \phi_{12}(\rho), \tag{4.2}
\end{align*}
$$

where

$$
\begin{align*}
\phi_{11}(\rho)+\phi_{12}(\rho) & =0, & & 0 \leq \rho<b, \\
& =\phi_{1}(\rho), & & b \leq \rho \leq a, \\
& =0, & & a<\rho<\infty, \tag{4.3}
\end{align*}
$$

and where the subscript 1 has been introduced to signify that we are dealing with the scalar problem for $M_{1}$.
We split $K_{11}$ as in (3.7):

$$
K_{11}(t, \rho)=K_{0}(t, \rho)+G_{1}(t, \rho)
$$

where

$$
\begin{align*}
& K_{0}(t, \rho)=\int_{0}^{\infty} J_{1}(p \rho) J_{1}(p t) d p  \tag{4.4}\\
& G_{1}(t, \rho)=\int_{0}^{\infty}\left(\frac{\gamma}{p}-1\right) J_{1}(p \rho) J_{1}(p t) d p \tag{4.5}
\end{align*}
$$

When we use the formulas

$$
\begin{align*}
J_{n}(p \rho) & =\left(\frac{2 p}{\pi}\right)^{\frac{1}{2}} \frac{1}{\rho^{n}} \int_{0}^{\rho} \frac{J_{n-\frac{1}{2}}(p w) w^{n+\frac{1}{2}} d w}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}}  \tag{4.6}\\
& =\left(\frac{2 p}{\pi}\right)^{\frac{1}{2}}(\rho)^{n} \int_{\rho}^{\infty} \frac{J_{n+\frac{2}{2}}(p w) w^{-n+\frac{1}{2}} d w}{\left(w^{2}-\rho^{2}\right)^{\frac{1}{2}}} \tag{4.7}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} p J_{n+\frac{1}{2}}(p w) J_{n+\frac{1}{2}}(p v) d p=\frac{\delta(w-v)}{(w v)^{\frac{1}{2}}}, \tag{4.8}
\end{equation*}
$$

with $\delta$ being the Dirac delta function, we find from (4.4) that, for all $g(t)$,

$$
\begin{align*}
& \int_{0}^{\infty} K_{0}(t, \rho) g(t) d t \\
& =\frac{2}{(\pi \rho)} \int_{0}^{\rho} \frac{w^{2}}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}} \int_{w}^{\infty} \frac{t^{-1} g(t) d t d w}{\left(t^{2}-w^{2}\right)^{\frac{1}{2}}}, \quad 0<\rho<\infty, \\
& =\frac{2}{\pi} \rho \int_{0}^{\infty} \frac{w^{-2}}{\left(w^{2}-\rho^{2}\right)^{\frac{1}{2}}} \int_{0}^{w} \frac{t g(t) d t d w}{\left(w^{2}-t^{2}\right)^{\frac{1}{2}}}, \quad 0<\rho<\infty . \tag{4.9}
\end{align*}
$$

Similarly, from (4.5) we have

$$
\begin{align*}
G_{1}(t, p)= & \frac{2}{(\pi \rho t)} \int_{0}^{\rho} \int_{0}^{t} \frac{(w v)^{\frac{3}{2}}}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}\left(t^{2}-v^{2}\right)^{\frac{1}{2}}} \\
& \times\left(\int_{0}^{\infty} p\left(\frac{\gamma}{p}-1\right) J_{\frac{1}{2}}(p v) J_{\frac{1}{2}}(p w) d p\right) d v d w \\
= & \frac{(2 p t)}{\pi} \int_{\rho}^{\infty} \int_{t}^{\infty} \frac{(w v)^{-\frac{1}{2}}}{\left(w^{2}-\rho^{2}\right)^{\frac{1}{2}}\left(v^{2}-t^{2}\right)^{\frac{1}{2}}} \\
& \times\left(\int_{0}^{\infty} p\left(\frac{\gamma}{p}-1\right) J_{\frac{3}{2}}(p v) J_{\frac{3}{2}}(p w) d p\right) d v d w . \tag{4.10}
\end{align*}
$$

Comparing (4.9) and (4.10) with (3.10) and (3.13) gives

$$
\begin{gather*}
h_{111}(\rho)=2 / \pi \rho, \quad h_{112}(\rho)=\rho, \quad h_{113}(\rho)=1 / \rho, \\
h_{121}(\rho)=2 \rho / \pi, \quad h_{122}(\rho)=1 / \rho, \quad h_{123}(\rho)=\rho,  \tag{4.11}\\
K_{2}(t, \rho)=\left(\rho^{2}-t^{2}\right)^{-\frac{1}{2}}, \\
L_{11}(v, w)=(v w)^{\frac{1}{2}} \int_{0}^{\infty}(\gamma-p) J_{\frac{1}{2}}(p v) J_{\frac{1}{2}}(p w) d p,  \tag{4.12}\\
L_{12}(v, w)=(v w)^{\frac{1}{2}} \int_{0}^{\infty}(\gamma-p) J_{\frac{3}{2}}(p v) J_{\frac{3}{2}}(p w) d p . \tag{4.13}
\end{gather*}
$$

Since the kernel $K_{2}=\left(\rho^{2}-t^{2}\right)^{-\frac{1}{2}}$ is a rather simple kernel, the Volterra integral equations (3.11) and (3.12) can be readily inverted. Thus the splitting of the kernel $K_{11}(t, \rho)$ satisfies all the requirements of the previous section. We can, therefore, follow that analysis, and the integral equation (2.26) leads to a set of the following four simultaneous Fredholm
integral equations of the second kind:

$$
\begin{align*}
T_{11}(\rho) & =l_{12}(\rho)+\frac{1}{\rho(\pi)^{\frac{1}{2} \Gamma\left(\frac{5}{2}\right)}} \\
& \times \int_{0}^{b} \frac{u^{2} T_{12} F_{1}\left(\frac{1}{2}, 1 ; \frac{5}{2} ; u^{2} / \rho^{2}\right) d u}{\left(\rho^{2}-u^{2}\right)}, a<\rho<\infty, \tag{4.14}
\end{align*}
$$

$$
\begin{aligned}
& T_{12}(\rho)=l_{11}(\rho)+\frac{\rho^{2}}{(\pi)^{\frac{1}{2}} \Gamma\left(\frac{5}{2}\right)} \\
& \quad \times \int_{a}^{\infty} \frac{u^{-1} T_{11}(u)_{2} F_{1}\left(\frac{1}{2}, 1 ; \frac{5}{2} ; \rho^{2} / u^{2}\right) d u}{\left(u^{2}-\rho^{2}\right)}, \quad 0<k<b,
\end{aligned}
$$

$$
\begin{align*}
S_{11}(\rho) & +\int_{0}^{a} S_{11}(v) L_{11}(v, \rho) d v  \tag{4.15}\\
& =C_{11}(\rho)+\int_{a}^{\infty} T_{11}(v) L_{11}(v, \rho) d v, \quad 0<\rho \leq a \tag{4.16}
\end{align*}
$$

$$
\begin{align*}
S_{12}(\rho) & +\int_{b}^{\infty} S_{12}(v) L_{12}(v, \rho) d v \\
& =C_{12}(\rho)+\int_{0}^{b} T_{12}(v) L_{12}(v, \rho) d v, \quad b \leq \rho<\infty \tag{4.17}
\end{align*}
$$

where

$$
\begin{gather*}
\rho \int_{\rho}^{\infty} \frac{\phi_{11}(t) d t}{\left(t^{2}-\rho^{2}\right)^{\frac{1}{2}}}=S_{11}(\rho), \quad 0<\rho \leq a, \\
=-T_{11}(\rho), \quad a<\rho<\infty, \quad(4  \tag{4.18}\\
\frac{1}{\rho} \int_{0}^{\rho} \frac{t^{2} \phi_{12}(t) d t}{\left(\rho^{2}-t^{2}\right)^{\frac{1}{2}}}=-T_{12}(\rho), \quad 0<\rho<b, \\
=S_{12}(\rho), \quad b \leq \rho<\infty, \quad(4  \tag{4.19}\\
l_{11}(\rho)=-\frac{2}{\pi \rho} \int_{0}^{\rho} \frac{t^{2}}{\left(\rho^{2}-t^{2}\right)^{\frac{1}{2}}} \frac{d}{d t} \\
\times \int_{t}^{a} \frac{S_{11}(u) d u d t}{\left(u^{2}-t^{2}\right)^{\frac{1}{2}}}, \quad 0<\rho<b, \quad(4  \tag{4.20}\\
\begin{array}{r}
l_{12}(\rho)=\frac{2 \rho}{\pi} \int_{\rho}^{\infty} \frac{t^{-2}}{\left(t^{2}-\rho^{2}\right)^{\frac{1}{2}} \frac{d}{d t}} \\
\times \int_{b}^{t} \frac{u^{2} S_{12}(u) d u d t}{\left(t^{2}-u^{2}\right)^{\frac{1}{2}}}, \quad a<\rho<\infty, \quad(4 \\
C_{11}(\rho)=\frac{1}{\rho} \frac{d}{d \rho} \int_{0}^{\rho} \frac{t^{2} f_{11}(t) d t}{\left(\rho^{2}-t^{2}\right)^{\frac{1}{2}}}, \quad 0<\rho \leq a, \quad(4
\end{array} \\
C_{12}(\rho)=-\rho \frac{d}{d \rho} \int_{\rho}^{\infty} \frac{f_{12}(t) d t}{\left(t^{2}-\rho^{2}\right)^{\frac{1}{2}}}, \quad b \leq \rho<\infty, \tag{4.21}
\end{gather*}
$$

and ${ }_{2} F_{1}$ is a hypergeometric function
${ }_{2} F_{1}\left(\frac{1}{2}, 1, \frac{5}{2} ; x^{2} / y^{2}\right)=\left(3 y / 4 x^{3}\right)$
$\times\left\{2 x y-\left(y^{2}-x^{2}\right) \log [(y+x) /(y-x)]\right\}, x<y$.

Since $f_{11}(\rho)=(A-i / \omega \mu) \rho$ and $J_{12}(\rho)=0$, Eqs. (4.22) and (4.23) yield

$$
\begin{equation*}
C_{11}(\rho)=2(A-i / \omega \mu) \rho, \quad C_{12}(\rho)=0 \tag{4.24}
\end{equation*}
$$

Now, if we can solve the four integral equations (4.14)-(4.17) for $S_{11}, S_{12}, T_{11}$, and $T_{12}$, then we can invert the integral equations (4.18) and (4.19) and obtain the values of $\phi_{11}$ and $\phi_{12}$, which in turn give the value of the required function $\phi_{1}$ from the relation (4.3):

$$
\begin{array}{r}
\phi_{1}(\rho)=-\frac{2}{\pi} \frac{d}{d \rho}\left(\int_{\rho}^{a} \frac{S_{11}(u) d u}{\left(u^{2}-\rho^{2}\right)^{\frac{1}{2}}}-\int_{a}^{\infty} \frac{T_{11}(u) d u}{\left(u^{2}-\rho^{2}\right)^{\frac{1}{2}}}\right) \\
+\frac{2}{\pi \rho^{2}} \frac{d}{d \rho}\left(-\int_{\rho}^{b} \frac{u^{2} T_{12}(u) d u}{\left(\rho^{2}-u^{2}\right)^{\frac{1}{2}}}+\int_{b}^{\rho} \frac{u^{2} S_{12}(u) d u}{\left(\rho^{2}-u^{2}\right)^{\frac{1}{2}}}\right), \\
b \leq \rho \leq a . \tag{4.25}
\end{array}
$$

The system of integral equations (4.14)-(4.17) is valid for all wavelengths and the ratios $b / a$. They are specially useful for applying the iteration scheme when the waves have long wavelengths compared with the outer radius $a$ of the annulus and when the inner radius $b$ is much smaller than $a$. Thus we have the perturbation parameters

$$
\alpha=a k, \quad \beta=b k, \quad \lambda=b / a=\beta / \alpha .
$$

We shall, therefore, assume in the sequel that $\alpha \ll 1$, $\alpha=O(\lambda)$, and $\beta=\alpha \lambda=O\left(\alpha^{2}\right)$. Fortunately, the kernels of the Eqs. (4.14)-(4.17) tend to zero when $\lambda, \alpha$, and $\beta$ tend to zero. Indeed, by using Noble's contour integration technique, ${ }^{14}$ we have

$$
\begin{align*}
& L_{11}(v, \rho) \\
& \quad=-i(v \rho)^{\frac{1}{2}} \int_{0}^{k}\left(k^{2}-\rho^{2}\right)^{\frac{1}{2}} H_{\frac{1}{2}}^{(1)}(p \rho) J_{\frac{1}{2}}(p v) d p, \quad \rho \geq v, \\
& \quad=-i(v \rho)^{\frac{1}{2}} \int_{0}^{k}\left(k^{2}-\rho^{2}\right)^{\frac{1}{2}} J_{\frac{1}{2}}(p \rho) H_{\frac{1}{2}}^{(1)}(p v) d p, \quad v \geq \rho \tag{4.26}
\end{align*}
$$

where $H_{r}^{(1)}$ is a Hankel function of the first kind. Since the Bessel and Hankel functions of order $\frac{1}{2}$ can be expressed in terms of elementary functions, the formula (4.26) yields the following approximate expansion:

$$
\begin{align*}
L_{11}(v, \rho)= & \frac{-k^{2} v}{2}-\frac{2 i \rho v k^{3}}{3 \pi}+\frac{\left(v^{3}+3 \rho^{2} v\right) k^{4}}{48} \\
& +\frac{2 i\left(\rho^{3} v+\rho v^{3}\right) k^{5}}{45 \pi}+O\left(k^{6}\right), \quad \rho \geq v, \\
= & \frac{-k^{2} \rho}{2}-\frac{2 i \rho v k^{3}}{3 \pi}+\frac{\left(\rho^{3}+3 \rho v^{2}\right) k^{4}}{48} \\
& +\frac{2 i\left(\rho v^{3}+\rho^{3} v\right) k^{5}}{45 \pi}+O\left(k^{6}\right), \quad v \geq \rho . \tag{4.27}
\end{align*}
$$

Similarly,

$$
\begin{align*}
L_{12}(\rho, v) & =-k^{2} v^{2} / 6 \rho+O\left(k^{3}\right), \quad \rho \geq v \\
& =-k^{2} \rho^{2} / 6 v+O\left(k^{3}\right), \quad v \geq \rho . \tag{4.28}
\end{align*}
$$

With this much data in our hands, we proceed to solve the system of integral equations (4.14)-(4.17) and start with (4.16). Setting

$$
\begin{equation*}
S_{11}(\rho)=X_{11}(\rho)+W_{11}(\rho), \tag{4.29}
\end{equation*}
$$

we split Eq. (4.16) into two simpler integral equations

$$
\begin{align*}
& X_{11}(a \rho)=2 a\left(A-\frac{i}{\omega \mu}\right) \rho \\
& \quad-a \int_{0}^{1} X_{11}(a v) L_{11}(a v, a \rho) d v, \quad 0<\rho \leq 1 \tag{4.30}
\end{align*}
$$

and

$$
\begin{align*}
& W_{11}(a \rho)=a \int_{1}^{\infty} L_{11}(a v, a \rho) T_{11}(a v) d v \\
& \quad-a \int_{0}^{1} L_{11}(a v, a \rho) W_{11}(a v) d v, \quad 0<\rho \leq 1 . \tag{4.31}
\end{align*}
$$

Equation (4.30) contains only one unknown function and can be solved by the straightforward iteration scheme. In fact, when we substitute the value of $a L_{11}(a v, a \rho)$ from (4.27) in (4.30), an approximate value of $X_{11}(a \rho)$ is obtained as

$$
\begin{align*}
X_{11}(a \rho)= & 2 a(A-i / \omega \mu) \\
& \times\left[c_{11}(\alpha) \rho+c_{13}(\alpha) \rho^{3}+c_{15}(\alpha) \rho^{5}+O\left(\alpha^{6}\right)\right], \\
& 0<\rho \leq 1, \quad(4.32)  \tag{4.32}\\
c_{11}(\alpha)= & 1+\frac{\alpha^{2}}{4}+\frac{2 i \alpha^{3}}{9 \pi}+\frac{7 \alpha^{4}}{192}+\frac{41 i \alpha^{5}}{450 \pi}, \\
c_{13}(\alpha)= & -\frac{\alpha^{2}}{12}-\frac{\alpha^{4}}{32}-\frac{i \alpha^{5}}{30 \pi},  \tag{4.33}\\
c_{15}(\alpha)= & \frac{\alpha^{4}}{320} .
\end{align*}
$$

The unknown functions occurring in the relation (4.14)-(4.21) have to be evaluated in the order

$$
\begin{equation*}
X_{11}, l_{11}, T_{12}, S_{12}, l_{12}, T_{11}, W_{11}, S_{11} . \tag{4.34}
\end{equation*}
$$

Having found $X_{11}$, we proceed to evaluate the other functions in the above sequence and end up with the following approximate values of the unknown functions $S_{11}, S_{12}, T_{11}$, and $T_{12}$ as

$$
\begin{align*}
& S_{11}(a \rho)=X_{11}(a \rho)+O\left((A-i / \omega \mu) \alpha^{2} \lambda^{5}\right) \\
& 0<\rho \leq 1, \tag{4.35}
\end{align*}
$$

$S_{12}(b \rho)=-(4 a / 45 \pi)(A-i / \omega \mu) \alpha^{2} \lambda^{4}\left[\rho^{-1}+O\left(\alpha^{2}\right)\right]$, $1 \leq \rho<\infty$,

$$
\begin{align*}
T_{11}(a \rho)= & 32 a(A-i / \omega \mu)\left(\lambda^{5} / 45 \pi^{2}\right)\left[\rho^{-3}+O\left(\alpha^{2}\right)\right], \\
& 1<\rho<\infty, \quad(4.37)  \tag{4.37}\\
T_{12}(b \rho)= & (8 a / 3 \pi)(A-i / \omega \mu) \lambda^{2} \rho^{2} \\
& \times\left\{\left[c_{11}(\alpha)-c_{13}(\alpha)-\frac{1}{3} c_{15}(\alpha)\right]+\frac{2}{5} \lambda^{2} \rho^{2}\right. \\
& \left.\times\left[c_{11}(\alpha)+3 c_{13}(\alpha)\right]+\frac{9}{35} \lambda^{4} \rho^{4}+O\left(\alpha^{5}\right)\right\}, \\
& 0<\rho<1 . \quad(4.38)
\end{align*}
$$

Let us now solve the boundary value problem for $M_{2}$ as embodied in the integral equation (2.32). The kernel $K_{21}$ is split as

$$
\begin{equation*}
K_{21}(t, \rho)=K_{0}(t, \rho)+G_{2}(t, \rho), \tag{4.39}
\end{equation*}
$$

where $K_{0}(t, \rho)$ is given by (4.4) and

$$
\begin{equation*}
G_{2}(t, \rho)=\int_{0}^{\infty}\left(\frac{p}{\gamma}-1\right) J_{1}(p p) J_{1}(p t) d p \tag{4.40}
\end{equation*}
$$

It can be easily verified that this splitting of the kernel $K_{21}$ of the integral equation (2.32) satisfies all the requirements of the previous section as for (2.26), and, comparing the corresponding expressions in Sec. 3, we have in this case

$$
\begin{align*}
& g(\rho)=\rho \phi_{2}(\rho), \quad h_{211}(\rho)=2 / \pi \rho, \quad h_{212}(\rho)=\rho, \\
& h_{213}(\rho)=1 / \rho, \quad h_{221}(\rho)=2 \rho / \pi, \quad h_{222}(\rho)=1 / \rho, \\
& h_{223}(\rho)=\rho, \quad K_{2}(t, \rho)=\left(\rho^{2}-t^{2}\right)^{-\frac{1}{2}}, \\
& g_{1}(\rho)=\rho \phi_{21}(\rho), \quad g_{2}(\rho)=\rho \phi_{22}(\rho),  \tag{4.41}\\
& L_{21}(v, w)=(v w)^{\frac{1}{2}} \int_{0}^{\infty} p\left(\frac{p}{\gamma}-1\right) J_{\frac{1}{2}}(p v) J_{\frac{1}{2}}(p w) d p, \\
& L_{22}(v, w)=(v w)^{\frac{1}{2}} \int_{0}^{\infty} p\left(\frac{p}{\gamma}-1\right) J_{\frac{3}{2}}(p v) J_{\frac{3}{2}}(p w) d p,  \tag{4.42}\\
& \phi_{21}(\rho)+\phi_{22}(\rho)=0, \quad 0 \leq \rho<b,  \tag{4.43}\\
& =\phi_{2}(\rho), \quad b \leq \rho \leq a, \\
& =0, \quad a<\rho<\infty . \tag{4.44}
\end{align*}
$$

The next step requires that we write $f_{2}(\rho)=f_{21}(\rho)+$ $f_{22}(\rho)$ as in the relation (3.2). To accomplish that, we have to expand the integral occurring in (2.34) in powers of $\rho$. Now

$$
\begin{align*}
& \int_{0}^{b} t^{2} \int_{0}^{\infty} \frac{p}{\gamma} J_{1}(p \rho) J_{1}(p t) d p d t \\
&=\int_{0}^{b} t^{2} \int_{0}^{\infty} J_{1}(p \rho) J_{1}(p t) d p d t \\
&+\int_{0}^{b} t^{2} \int_{0}^{\infty}\left(\frac{p}{\gamma}-1\right) J_{1}(p \rho) J_{1}(p t) d p d t \tag{4.45}
\end{align*}
$$

Using the relations (4.6) and (4.8), we have

$$
\begin{align*}
& \int_{0}^{b} t^{2} \int_{0}^{\infty} J_{1}(p \rho) J_{1}(p t) d p d t \\
& \quad=\frac{2}{\pi \rho} \int_{0}^{b} t \int_{0}^{t} \frac{w^{2} d w d t}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}\left(t^{2}-w^{2}\right)^{\frac{1}{2}}} \\
& \quad=\frac{2}{\pi \rho} \int_{0}^{b} \frac{w^{2}}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}} \int_{w}^{b} \frac{t d t d w}{\left(t^{2}-w^{2}\right)^{\frac{1}{2}}} \\
& \quad=\frac{2}{\pi \rho^{2}} \int_{0}^{b} w^{2}\left(b^{2}-w^{2}\right)^{\frac{1}{2}}\left(1-\frac{w^{2}}{\rho^{2}}\right)^{-\frac{1}{2}} d w \\
& \quad=\frac{2}{\pi \rho^{2}} \int_{0}^{b} w^{2}\left(b^{2}-w^{2}\right)^{\frac{1}{2}}\left(1+\sum_{n=1}^{\infty} A_{n} \frac{w^{2 n}}{\rho^{2 n}}\right) d w \\
& \quad=\frac{b^{4}}{8 \rho^{2}}\left(1+2 \sum_{n=1}^{\infty} \frac{b^{2 n}}{\rho^{2 n}} \frac{(2 n+1) A_{n}^{2}}{(n+1)(n+2)}\right), \quad b \leq \rho \leq a, \tag{4.46}
\end{align*}
$$

where

$$
\begin{equation*}
A_{n}=\frac{1 \times 3 \times 5 \times \cdots \times(2 n-1)}{2 \times 4 \times 6 \times \cdots \times(2 n)} \tag{4.47}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
\int_{0}^{b} t^{2} & \int_{0}^{\infty}\left(\frac{p}{\gamma}-1\right) J_{1}(p \rho) J_{1}(p t) d p d t \\
= & \int_{0}^{b} t^{2} \int_{0}^{\infty}\left(\frac{p}{\gamma}-1\right) \frac{2 p}{\pi \rho t} \\
& \times \int_{0}^{\rho} \int_{0}^{t} \frac{J_{\frac{1}{2}}^{2}(p w) J_{\frac{1}{2}}(p v)(w v)^{\frac{3}{2}}}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}\left(t^{2}-v^{2}\right)^{\frac{1}{2}}} d v d w d p d t \\
= & \frac{2}{\pi \rho} \int_{0}^{b} t \int_{0}^{\rho} \int_{0}^{t} \frac{w v L_{21}(v, w) d v d w d t}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}\left(t^{2}-v^{2}\right)^{\frac{1}{2}}} \\
= & \frac{2}{\pi \rho} \int_{0}^{\rho} \frac{w}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}} \int_{0}^{b} v L_{21}(v, w) \int_{v}^{b} \frac{t d t d v d w}{\left(t^{2}-v^{2}\right)^{\frac{1}{2}}} \\
= & \frac{2}{\pi \rho} \int_{0}^{\rho} \frac{w}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}} \int_{0}^{b} v L_{21}(v, w)\left(b^{2}-v^{2}\right)^{\frac{1}{2}} d v d w \\
= & \frac{2}{\pi \rho}\left\{\int_{0}^{b} v\left(b^{2}-v^{2}\right)^{\frac{1}{2}} \int_{v}^{\rho} \frac{w L_{21}(v, w) d w d v}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}}\right. \\
& +\int_{0}^{b} \frac{w}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}} \\
& \left.\times \int_{w}^{b} v L_{21}(v, w)\left(b^{2}-v^{2}\right)^{\frac{1}{2}} d v d w\right\}, b \leq \rho \leq a . \tag{4.48}
\end{align*}
$$

The kernel $L_{21}(v, w)$ can be expanded in powers of $k$ by applying Noble's contour integration technique ${ }^{14}$
and we have

$$
\begin{align*}
L_{21}(v, w) & =\left\{\begin{array}{l}
i(v w)^{\frac{1}{2}} \int_{0}^{k} \frac{p^{2}}{\left(k^{2}-p^{2}\right)^{\frac{1}{2}}} \\
\times H_{\frac{1}{2}}^{(1)}(p w) J_{\frac{1}{2}}(p v) d p, \quad w \geq v \\
i(v w)^{\frac{1}{2}} \int_{0}^{k} \frac{p^{2}}{\left(k^{2}-p^{2}\right)^{\frac{1}{2}}} \\
\times J_{\frac{1}{2}}(p w) H_{\frac{1}{2}}^{(1)}(p v) d p, \quad v \geq w
\end{array}\right. \\
& =\left\{\begin{array}{l}
\frac{k^{2} v}{2}+\frac{4 i k^{3} v w}{3 \pi}-\frac{k^{4}}{16}\left(3 w^{2} v+v^{3}\right) \\
-\frac{8 i k^{5}}{45 \pi}\left(w v^{3}+w^{3} v\right)+O\left(k^{6}\right), \quad w \geq v \\
\frac{k^{2} w}{2}+\frac{4 i k^{3} v w}{3 \pi}-\frac{k^{4}}{16}\left(3 w v^{2}+w^{3}\right) \\
-\frac{8 i k^{5}}{45 \pi}\left(w v^{3}+w^{3} v\right)+O\left(k^{6}\right), \quad v \geq w
\end{array}\right.
\end{align*}
$$

Substituting it in (4.48), we derive

$$
\begin{align*}
& \int_{0}^{b} t^{2} \int_{0}^{\infty}\left(\frac{p}{\gamma}-1\right) J_{1}(p \rho) J_{1}(p t) d p d t \\
& =\frac{k^{2}}{\pi \rho}\left(\int_{0}^{b} v\left(b^{2}-v^{2}\right)^{\frac{1}{2}} \int_{v}^{\rho} \frac{v w d w d v}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}}\right. \\
& \left.\quad+\int_{0}^{b} \frac{w}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}} \int_{w}^{b} w v\left(b^{2}-v^{2}\right)^{\frac{1}{2}} d v d w\right) \\
& \quad+\frac{8 i k^{3}}{3 \pi^{2} \rho}\left(\int_{0}^{\rho} \frac{w^{2} d w}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}}\right) \\
& \quad \times\left(\int_{0}^{b} v^{2}\left(b^{2}-v^{2}\right)^{\frac{1}{2}} d v\right)+O\left(k^{4}\right) \\
& =\frac{k^{2}}{\pi \rho}\left(\int_{0}^{b} v^{2}\left(b^{2}-v^{2}\right)^{\frac{1}{2}}\left(\rho^{2}-v^{2}\right)^{\frac{1}{2}} d v+\frac{1}{3} \int_{0}^{a} \frac{w^{2}}{\left(\rho^{2}-w^{2}\right)^{\frac{1}{2}}}\right. \\
& \left.\quad \times\left(b^{2}-w^{2}\right)^{\frac{3}{2}} d w\right)+\frac{1}{24} i k^{3} b^{4} \rho+O\left(k^{4}\right) \\
& =\left(k^{2} / \pi \rho\right)\left\{\rho\left[\frac{1}{16} b^{4} \pi+O\left(b^{6} / \rho^{2}\right)\right]+(1 / 3 \rho)\left[O\left(b^{6}\right)\right]\right\} \\
& \quad+\frac{1}{2} i k^{3} b^{4} \rho+O\left(k^{4}\right), \quad b \leq \rho \leq a . \tag{4.50}
\end{align*}
$$

Substituting the values of integrals from Eqs. (4.46) and (4.50) in (4.45), we readily obtain from (2.34) the values of the functions $f_{21}$ and $f_{22}$ in terms of the dimensionless parameters $\alpha$ and $\lambda$ in the form

$$
\begin{array}{r}
f_{21}(a \rho)=-2 a A \rho+B\left[\alpha^{4} \lambda^{4}\left(\frac{1}{16}+\frac{1}{24} i \alpha \rho\right)+O\left(\alpha^{10}\right)\right], \\
0 \leq \rho \leq 1, \quad(4.51) \\
f_{22}(b \rho) \\
=B\left[\frac{\alpha^{2} \lambda^{2}}{8 \rho^{2}}\left(1+2 \sum_{1}^{\infty} \frac{(2 n+1) A_{n}^{2}}{\rho^{2 n}(n+1)(n+2)}\right)+O\left(\alpha^{4} \lambda^{4}\right)\right], \\
1 \leq \rho<\infty . \tag{4.52}
\end{array}
$$

We are now ready to apply the technique of the last section for reducing the Fredholm integral equation of the first kind [(2.32)] to a set of four simultaneous integral equations of the second kind for four unknown functions $S_{21}, S_{22}, T_{21}$, and $T_{22}$. These equations are

$$
\begin{aligned}
& T_{21}(\rho)=l_{22}(\rho)+\frac{1}{\rho(\pi)^{\frac{1}{2}} \Gamma\left(\frac{5}{2}\right)} \\
& \quad \times \int_{0}^{b} \frac{u^{2} T_{22}(u)_{2} F_{1}\left(\frac{1}{2}, 1 ; \frac{5}{2} ; u^{2} / \rho^{2}\right) d u}{\left(\rho^{2}-u^{2}\right)}, \quad a<\rho<\infty
\end{aligned}
$$

$$
\begin{align*}
T_{22}(\rho) & =l_{21}(\rho)+\frac{\rho^{2}}{(\pi)^{\frac{1}{2}} \Gamma\left(\frac{5}{2}\right)}  \tag{4.53}\\
& \times \int_{a}^{\infty} \frac{T_{21}(u)_{2} F_{1}\left(\frac{1}{2}, 1 ; \frac{5}{2} ; \rho^{2} / u^{2}\right) d u}{u\left(u^{2}-\rho^{2}\right)}, \quad 0<\rho<b,
\end{align*}
$$

$$
\begin{align*}
S_{21}(\rho) & +\int_{0}^{a} L_{21}(v, \rho) S_{21}(v) d v  \tag{4.54}\\
& =C_{21}(\rho)+\int_{a}^{\infty} L_{21}(v, \rho) T_{21}(v) d v, \quad 0<\rho \leq a
\end{align*}
$$

$$
\begin{align*}
S_{22}(\rho) & +\int_{b}^{\infty} L_{22}(v, \rho) S_{22}(v) d v  \tag{4.55}\\
& =C_{22}(\rho)+\int_{0}^{b} L_{22}(v, \rho) T_{22}(v) d v, \quad b \leq \rho<\infty \tag{4.56}
\end{align*}
$$

where

$$
\begin{align*}
& l_{21}(\rho)=-\frac{2}{\pi \rho} \int_{0}^{\rho} \frac{t^{2}}{\left(\rho^{2}-t^{2}\right)^{\frac{1}{2}}} \frac{d}{d t} \\
& \times \int_{t}^{a} \frac{S_{21}(u) d u d t}{\left(u^{2}-t^{2}\right)^{\frac{1}{2}}}, \quad 0<\rho<b,  \tag{4.57}\\
& l_{22}(\rho)=\frac{2 \rho}{\pi} \int_{\rho}^{\infty} \frac{1}{t^{2}\left(t^{2}-\rho^{2}\right)^{\frac{1}{2}}} \frac{d}{d t} \\
& \times \int_{b}^{t} \frac{u^{2} S_{22}(u) d u d t}{\left(t^{2}-u^{2}\right)^{\frac{1}{2}}}, \quad a<\rho<\infty,  \tag{4.58}\\
& \rho \int_{\rho}^{\infty} \frac{\phi_{21}(t) d t}{\left(t^{2}-\rho^{2}\right)^{\frac{1}{2}}}=\left\{\begin{array}{ll}
S_{21}(\rho), & 0<\rho \leq a \\
-T_{21}(\rho), & a<\rho<\infty
\end{array},\right.  \tag{4.59}\\
& \rho^{-1} \int_{0}^{\rho} \frac{t^{2} \phi_{22}(t) d t}{\left(\rho^{2}-t^{2}\right)^{\frac{1}{2}}}=\left\{\begin{array}{ll}
-T_{22}(\rho), & 0<\rho<b \\
S_{22}(\rho), & b \leq \rho<\infty
\end{array},\right.  \tag{4.60}\\
& C_{21}(\rho)=\frac{1}{\rho} \frac{d}{d \rho} \int_{0}^{\rho} \frac{t^{2} f_{21}(t) d t}{\left(\rho^{2}-t^{2}\right)^{\frac{1}{2}}}, \quad 0<\rho \leq a,  \tag{4.61}\\
& C_{22}(\rho)=-\rho \frac{d}{d \rho} \int_{\rho}^{\infty} \frac{f_{22}(t) d t}{\left(t^{2}-\rho^{2}\right)^{\frac{1}{2}}}, \quad b \leq \rho<\infty, \tag{4.62}
\end{align*}
$$

and $L_{21}$ and $L_{22}$ are defined by the relations (4.42) and (4.43). We have already expanded $L_{21}$ in powers of $k$ in

Eq. (4.49). Similarly,

$$
\begin{align*}
L_{22}(v, \rho) & =\left(k^{2} \rho^{2} / 6 v\right)+O\left(k^{3}\right), & v \geq \rho, \\
& =\left(k^{2} v^{2} / 6 \rho\right)+O\left(k^{3}\right), & \rho \geq v . \tag{4.63}
\end{align*}
$$

From the relations (4.44), (4.59), and (4.60), it follows that

$$
\begin{align*}
\phi_{2}(\rho)= & -\frac{2}{\pi} \frac{d}{d \rho}\left(\int_{\rho}^{a} \frac{S_{21}(u) d u}{\left(u^{2}-\rho^{2}\right)^{\frac{1}{2}}}\right. \\
& \left.-\int_{a}^{\infty} \frac{T_{21}(u) d u}{\left(u^{2}-\rho^{2}\right)^{\frac{1}{2}}}\right)+\frac{2}{\pi \rho^{2}} \frac{d}{d \rho}\left(-\int_{0}^{b} \frac{u^{2} T_{22}(u) d u}{\left(\rho^{2}-u^{2}\right)^{\frac{1}{2}}}\right. \\
& \left.+\int_{b}^{\rho} \frac{u^{2} S_{22}(u) d u}{\left(\rho^{2}-u^{2}\right)^{\frac{1}{2}}}\right), \quad b \leq \rho \leq a . \tag{4.64}
\end{align*}
$$

Putting the values of $f_{21}$ and $f_{22}$ from (4.51) and (4.52) into (4.61) and (4.62), we have

$$
\begin{array}{r}
C_{21}(a \rho)=-4 a A \rho+B\left[\alpha^{4} \lambda^{4}\left(\frac{1}{32} \pi+\frac{1}{12} i \alpha p\right)+O\left(\alpha^{10}\right)\right], \\
0<\rho \leq 1, \quad(4.65)
\end{array}
$$

$$
\begin{array}{r}
C_{22}(b \rho)=B\left[\frac{\alpha^{2} \lambda^{2}}{4}\left(\frac{1}{\rho^{2}}+2 \sum_{1}^{\infty} \frac{A_{n}}{\rho^{2 n+2}(n+2)}\right)+O\left(\alpha^{4} \lambda^{4}\right)\right] \\
1 \leq \rho<\infty .
\end{array}
$$

The steps of solving the system of Eqs. (4.53)-(4.56) are the same as for the system (4.14)-(4.17). First, we set

$$
\begin{equation*}
S_{21}(\rho)=X_{21}(\rho)+W_{21}(\rho) \tag{4.67}
\end{equation*}
$$

which splits the Eq. (4.55) into two equations:

$$
\begin{gather*}
X_{21}(a \rho)=C_{21}(a \rho)-a \int_{0}^{1} L_{21}(a v, a \rho) X_{21}(a v) d v, \\
\quad 0<\rho \leq 1,  \tag{4.68}\\
W_{21}(a \rho)=a \int_{1}^{\infty} L_{21}(a v, a \rho) T_{21}(a v) d v \\
-a \int_{0}^{1} L_{21}(a v, a \rho) W_{21}(a v) d v, \quad 0<\rho \leq 1 . \tag{4.69}
\end{gather*}
$$

Equation (4.68) is easily solved to yield

$$
\begin{align*}
& X_{21}(a \rho) \\
& \quad=-4 A a\left[c_{21}(\alpha) \rho+c_{23}(\alpha) \rho^{3}+c_{25}(\alpha) \rho^{5}+O\left(\alpha^{6}\right)\right] \\
& \quad+B \alpha^{4} \lambda^{4}\left[\frac{1}{32} \pi+\frac{1}{12} i \alpha \rho+O\left(\alpha^{2}\right)\right], \tag{4.70}
\end{align*}
$$

where

$$
\begin{align*}
& c_{21}(\alpha)=1-\frac{\alpha^{2}}{4}-\frac{4 i \alpha^{3}}{9 \pi}+\frac{19 \alpha^{4}}{192}+\frac{53 i \alpha^{5}}{225 \pi} \\
& c_{23}(\alpha)=\frac{\alpha^{2}}{12}+\frac{\alpha^{4}}{96}+\frac{i \alpha^{5}}{45 \pi}, \quad c_{25}(\alpha)=\frac{-\alpha^{4}}{960} \tag{4.71}
\end{align*}
$$

The next step is to proceed in the order as given by the sequence (4.34) with first subscript changed to 2.

Thereby, the required solutions for $S_{21}, S_{22}, T_{21}$, and $T_{22}$ are

$$
\begin{align*}
& S_{21}(a \rho)= X_{21}(a \rho)+O\left(\alpha^{2} \lambda^{5} A\right)+O\left(\alpha^{4} \lambda^{5} B\right), \\
& 0<\rho \leq 1, \quad(4.72)  \tag{4.72}\\
& S_{22}(b \rho)=-\frac{8 A\left(a \alpha^{2} \lambda^{4}\right)}{45 \pi}\left(\frac{1}{\rho}+O\left(\alpha^{2}\right)\right)+B\left[\frac{\alpha^{2} \lambda^{2}}{4}\right. \\
&\left.\times\left(\frac{1}{\rho^{2}}+2 \sum_{1}^{\infty} \frac{A_{n}}{\rho^{2 n+2}(n+2)}\right)+O\left(\alpha^{4} \lambda^{4}\right)\right] \\
&=-\left[8 A\left(a \alpha^{2} \lambda^{4}\right) / 45 \pi\right]\left[\rho^{-1}+O\left(\alpha^{2}\right)\right] \\
&+B\left\{\alpha ^ { 2 } \lambda ^ { 2 } \left[-\left(1-\rho^{-2}\right)^{\frac{1}{2}}\right.\right. \\
&\left.-\frac{2}{3} \rho^{2}\left(1-\rho^{-2}\right)^{\frac{3}{2}}+\frac{2}{3} \rho^{2}\right] \\
&\left.+O\left(\alpha^{4} \lambda^{4}\right)\right\}, \quad 1 \leq \rho<\infty, \\
& T_{21}(a \rho)=-\left(64 A a \lambda^{5} / 45 \pi^{2}\right)\left[\rho^{-3}+O\left(\alpha^{2}\right)\right] \\
&+\left(8 B \alpha^{2} \lambda^{5} / 45 \pi\right)\left[\rho^{-3}+O\left(\lambda^{2}\right)\right], \quad 1<\rho<\infty, \quad(4.74)  \tag{4.74}\\
& T_{22}(b \rho)=-\left(16 A a \lambda^{2} \rho^{2} / 3 \pi\right)\left\{\left[c_{21}(\alpha)-c_{23}(\alpha)-\frac{1}{3} c_{25}(\alpha)\right]\right. \\
&+\frac{2}{3} \lambda^{2} \rho^{2}\left[c_{21}(\alpha)+3 c_{23}(\alpha)\right]+\frac{9}{35} \lambda^{4} \rho^{4} \\
&\left.+O\left(\alpha^{5}\right)\right\}+O\left(\alpha^{8} B\right), \quad 0<\rho<1 . \tag{4.75}
\end{align*}
$$

## 5. EVALUATION OF THE CONSTANTS

## $A, B$, AND $C$

We found in Sec. 2 that the continuity of $[M$, $(\rho, z)]_{z= \pm 0}$ at the inner edge $\rho=b$ helped us to get the relation $B=I(b)$. We shall now evaluate $A$ with the help of the outer edge condition and then evaluate $B$ from the solution. To accomplish that, let us denote the total induced surface current density at the disk by $\mathbf{j}(\rho, \varphi, 0)=\left(j_{\rho}, j_{\varphi}, 0\right)$. Then the outer edge condition demands that

$$
\begin{align*}
& j_{\rho}(\rho, \varphi, 0)=O\left(\left(a^{2}-\rho^{2}\right)^{\frac{1}{2}}\right) \quad \text { as } \quad \rho \rightarrow a,  \tag{5.1}\\
& j_{\varphi}(\rho, \varphi, 0)=O\left(\left(a^{2}-\rho^{2}\right)^{-\frac{1}{2}}\right) \quad \text { as } \quad \rho \rightarrow a . \tag{5.2}
\end{align*}
$$

Now at the disk

$$
\begin{align*}
j_{\rho}(\rho, \varphi, 0)= & {\left[H_{\varphi}^{(1)}\right]_{z=0-}-\left[H_{\varphi}^{(1)}\right]_{z=0+} } \\
= & -\cos \varphi\left\{\rho^{-1}\left[\phi_{1}(\rho)+\phi_{2}(\rho)\right]+k^{2} I(\rho)\right\}, \\
& b \leq \rho \leq a, \tag{5.3}
\end{align*}
$$

$j_{\varphi}(\rho, \varphi, 0)=\left[H_{\rho}^{(1)}\right]_{z=0+}-\left[H_{\rho}^{(1)}\right]_{z=0-}$

$$
=\sin \varphi\left[\phi_{1}^{\prime}(\rho)+\phi_{2}^{\prime}(\rho)+k^{2} I(\rho)\right],
$$

$$
\begin{equation*}
b \leq \rho \leq a \tag{5.4}
\end{equation*}
$$

The behavior of the function $\phi_{1}(\rho)$ at $\rho=a$ is easily determined if we appeal to the relations (4.3), (4.18), (4.19), and (4.25). We get (see Appendix)

$$
\begin{array}{r}
\phi_{1}(\rho)=\frac{2}{\pi}\left(\frac{S_{11}(a)+T_{11}(a)}{\left(a^{2}-\rho^{2}\right)^{\frac{1}{2}}}+O\left(\left(a^{2}-\rho^{2}\right)^{\frac{1}{2}}\right)\right) \\
\text { as } \rho \rightarrow a . \tag{5.5}
\end{array}
$$

Similarly,

$$
\begin{array}{r}
\phi_{2}(\rho)=\frac{2}{\pi}\left(\frac{S_{21}(a)+T_{21}(a)}{\left(a^{2}-\rho^{2}\right)^{\frac{1}{2}}}+O\left(\left(a^{2}-\rho^{2}\right)^{\frac{1}{2}}\right)\right) \\
\text { as } \rho \rightarrow a . \tag{5.6}
\end{array}
$$

It therefore follows from (5.3)-(5.6) that the edge conditions (5.1) and (5.2) are satisfied if

$$
\begin{equation*}
S_{11}(a)+T_{11}(a)+S_{21}(a)+T_{21}(a)=0 \tag{5.7}
\end{equation*}
$$

since we have already made use of relation $I(a)=0$ to insure the uniqueness of the solution $I(\rho)$ of the differential equation (2.25). Substituting the values of the functions $S_{11}, T_{11}, S_{21}$, and $T_{21}$ from the last section in (5.7), we obtain

$$
\begin{align*}
2 a(A & -i / \omega \mu)\left[c_{11}(\alpha)+c_{13}(\alpha)+c_{15}(\alpha)+O\left(\alpha^{6}\right)\right] \\
& +32 a(A-i / \omega \mu)\left(\lambda^{5} / 45 \pi^{2}\right)\left[1+O\left(\alpha^{2}\right)\right] \\
= & 4 A a\left[c_{21}(\alpha)+c_{23}(\alpha)+c_{25}(\alpha)+O\left(\alpha^{6}\right)\right] \\
& -B \alpha^{4} \lambda^{4}\left[\frac{1}{32} \pi+\frac{1}{12} i \alpha+O\left(\alpha^{2}\right)\right]+\left(64 A a \lambda^{5} / 45 \pi^{2}\right) \\
& \times\left[1+O\left(\alpha^{2}\right)\right]-\left(8 B \alpha^{2} \lambda^{5} / 45 \pi\right)\left[1+O\left(\lambda^{2}\right)\right] \tag{5.8}
\end{align*}
$$

where $B=I(b)$.
Now we explain the procedure to be followed for determining the unknown constants $A$ and $B$. Substituting the values of $S_{11}, S_{12}, T_{11}$, and $T_{12}$ obtained in the last section into (4.25), we determine the value of $\phi_{1}$ in terms of the unknown constant $A$. Substituting this value of $\phi_{1}$ in (2.25), we solve it to find the solution $I(\rho)$ in terms of the unknown constant $A$. From this expression of $I(\rho)$, we obtain $I(b)$ in terms of $A$. Thus we have determined the value of $B$ in terms of $A$, which when substituted in (5.8) gives the required value of the unknown constant $A$, and thereby $I(\rho)$ is completely determined. Putting $\rho=b$ in this value of $I(\rho)$, we also obtain the value of the second constant $B=I(b)$.

Following the above procedure, we obtain

$$
\begin{align*}
& A=\frac{-i}{\omega \mu}\left(1+\frac{2 \alpha^{2}}{3}+\frac{4 i \alpha^{3}}{3 \pi}+\frac{2 \alpha^{4}}{15}+\frac{136 i \alpha^{5}}{135 \pi}+O\left(\alpha^{6}\right)\right) \\
& B=\frac{8 i a}{\pi \omega \mu}\left[1+\frac{5 \alpha^{2}}{9}-\frac{\lambda^{2}}{3}+O\left(\alpha^{3}\right)\right] . \tag{5.9}
\end{align*}
$$

Having determined both the constants $A$ and $B$, we can write down the approximate expansions of $X_{i 1}$, $S_{i j}$, and $T i j, i=1,2, j=1$, 2, from (4.32), (4.35)(4.38), (4.70), and (4.72)-(4.75):

$$
\begin{aligned}
X_{11}(a \rho)= & -(4 a i / \omega \mu) \\
& \times\left[d_{11}(\alpha) \rho+d_{13}(\alpha) \rho^{3}+d_{15}(\alpha) \rho^{5}+O\left(\alpha^{6}\right)\right] \\
& 0<\rho \leq 1, \quad(5.11)
\end{aligned}
$$

where

$$
\begin{align*}
& d_{11}(\alpha)= 1+\frac{7 \alpha^{2}}{12}+\frac{8 i \alpha^{2}}{9 \pi}+\frac{179 \alpha^{4}}{960}+\frac{188 i \alpha^{5}}{225 \pi} \\
& d_{13}(\alpha)=-\frac{\alpha^{2}}{12}-\frac{17 \alpha^{4}}{288}-\frac{4 i \alpha^{5}}{45 \pi},  \tag{5.12}\\
& d_{15}(\alpha)= \frac{\alpha^{4}}{320}, \\
& S_{11}(a \rho)= X_{11}(a \rho)+O\left(\alpha^{7}\right), \quad 0<\rho \leq 1  \tag{5.13}\\
& S_{12}(b \rho)=\left(8 a i \alpha^{2} \lambda^{4} / 45 \pi \omega \mu\right)\left[\rho^{-1}+O\left(\alpha^{2}\right)\right] \\
& T_{11}(a \rho)=-\left(64 i a \lambda^{5} / 45 \pi^{2} \mu \omega\right)\left[\rho^{-3}+O\left(\alpha^{2}\right)\right]  \tag{5.14}\\
& \quad 1<\rho<\infty, \\
& T_{12}(b \rho)=-(16 i a / 3 \pi \omega \mu)  \tag{5.15}\\
& \times\left\{\lambda^{2} \rho^{2}\left[d_{11}(\alpha)-d_{13}(\alpha)-\frac{1}{3} d_{15}(\alpha)\right]\right. \\
&+\frac{2}{5} \lambda^{4} \rho^{4}\left[d_{11}(\alpha)+3 d_{13}(\alpha)\right]+\frac{9}{36} \lambda^{6} \rho^{6} \\
&\left.+O\left(\alpha^{7}\right)\right\}, \quad 0<\rho<1, \\
& X_{21}(a \rho)=(4 i a / \omega \mu) \quad  \tag{5.16}\\
& \times\left[d_{21}(\alpha) \rho+d_{23}(\alpha) \rho^{3}+d_{25}(\alpha) \rho^{5}+O\left(\alpha^{6}\right)\right] \\
&\quad 0<\rho \leq 15)
\end{align*}
$$

with

$$
\begin{align*}
d_{21}(\alpha)= & 1+\frac{5 \alpha^{2}}{12}+\frac{8 i \alpha^{3}}{9 \pi}+\frac{21 \alpha^{4}}{320}+\frac{138 i \alpha^{5}}{225 \pi}, \\
d_{23}(\alpha)= & \frac{\alpha^{2}}{12}+\frac{19 \alpha^{4}}{288}+\frac{2 i \alpha^{5}}{15 \pi}, \quad d_{25}(\alpha)=-\frac{\alpha^{4}}{960},  \tag{5.18}\\
S_{21}(a \rho)= & X_{21}(a \rho)+O\left(\alpha^{7}\right), \quad 0<\rho \leq 1,  \tag{5.19}\\
S_{22}(b \rho)= & \left(8 i a \alpha^{2} \lambda^{4} / 45 \pi \omega \mu\right)\left[\rho^{-1}+O\left(\alpha^{2}\right)\right] \\
& +(8 i a / \pi \omega \mu)\left\{\alpha^{2} \lambda^{2}\left[1+\frac{5}{9} \alpha^{2}-\frac{1}{3} \lambda^{2}+O\left(\alpha^{3}\right)\right]\right. \\
& \times\left[-\left(1-\rho^{-2}\right)^{\frac{1}{2}}-\frac{2}{3} \rho^{2}\left(1-\rho^{-2}\right)^{\frac{3}{2}}+\frac{2}{3} \rho^{2}\right] \\
& \left.+O\left(\alpha^{4} \lambda^{4}\right)\right\}, \quad 1 \leq \rho<\infty, \tag{5.20}
\end{align*}
$$

$T_{21}(a \rho)=\left(64 i a \lambda^{5} / 45 \pi^{2} \omega \mu\right)\left[\rho^{-3}+O\left(\alpha^{2}\right)\right]$, $1<\rho<\infty$,

$$
\begin{align*}
T_{22}(b \rho)= & (16 i a / 3 \pi \omega \mu)  \tag{5.21}\\
& \times\left\{\lambda^{2} \rho^{2}\left[d_{21}(\alpha)-d_{23}(\alpha)-\frac{1}{3} d_{25}(\alpha)\right]\right. \\
& +\frac{2}{5} \lambda^{4} \rho^{4}\left[d_{11}(\alpha)+3 d_{13}(\alpha)\right] \\
& \left.+\frac{9}{3} \lambda^{6} \rho^{6}+O\left(\alpha^{7}\right)\right\}, \quad 0<\rho<1 \tag{5.22}
\end{align*}
$$

Substituting these values in (4.25) and (4.64), we obtain

$$
\begin{aligned}
& \phi_{1}(\rho) \\
& =\frac{8 i}{\pi \omega \mu}\left(\left(\frac{-\rho / a}{\left(1-\rho^{2} / a^{2}\right)^{\frac{1}{2}}}\right)\right. \\
& \quad \times\left[\left(1+\frac{\alpha^{2}}{2}+\frac{8 i \alpha^{3}}{9 \pi}+\frac{47 \alpha^{4}}{360}+\frac{168 i \alpha^{5}}{225 \pi}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& +\left(1-\frac{\rho^{2}}{a^{2}}\right)\left(\frac{\alpha^{2}}{6}+\frac{19 \alpha^{4}}{180}+\frac{8 i \alpha^{5}}{45 \pi}\right) \\
& \left.+\left(1-\frac{\rho^{2}}{a^{2}}\right)^{2} \frac{\alpha^{4}}{120}+O\left(\alpha^{6}\right)\right]+\frac{8 \lambda^{5}}{45 \pi^{2} \rho^{3}} a^{3} \\
& \times\left[\frac{3 a}{\rho} \sin ^{-1} \frac{\rho}{a}-\left(1-\frac{\rho^{2}}{a^{2}}\right)^{\frac{1}{2}}-\frac{2}{\left(1-\rho^{2} / a^{2}\right)^{\frac{1}{2}}}\right] \\
& +\frac{4}{3 \pi}\left\{e_{12} \frac{\lambda}{2}\left(\frac{3 \rho}{b} \sin ^{-1} \frac{b}{\rho}-\left(1-\frac{b^{2}}{\rho^{2}}\right)^{\frac{1}{2}}-\frac{2}{\left(1-b^{2} / \rho^{2}\right)^{\frac{1}{2}}}\right)\right. \\
& +e_{14} \frac{\lambda^{3} \frac{\rho^{2}}{b^{2}}\left[\frac{15 \rho}{b} \sin ^{-1} \frac{b}{\rho}+2\left(1-\frac{b^{2}}{\rho^{2}}\right)^{\frac{3}{2}}\right.}{\left.-9\left(1-\frac{b^{2}}{\rho^{2}}\right)^{\frac{1}{2}}-\frac{8}{\left(1-b^{2} / \rho^{2}\right)^{\frac{1}{2}}}\right]+e_{16} \frac{\lambda^{5} \rho^{4}}{48 b^{4}}} \\
& \times\left[105 \frac{\rho}{b} \sin ^{-1} \frac{b}{\rho}-8\left(1-\frac{b^{2}}{\rho^{2}}\right)^{\frac{5}{2}}+38\left(1-\frac{b^{2}}{\rho^{2}}\right)^{\frac{3}{2}}\right. \\
& \left.\left.-87\left(1-\frac{b^{2}}{\rho^{2}}\right)^{\frac{1}{2}}-\frac{48}{\left(1-b^{2} / \rho^{2}\right)^{\frac{1}{2}}}\right]\right\} \\
& \left.+\frac{2 \alpha^{2} \lambda^{4} a b}{45 \pi \rho^{2}\left(1-b^{2} / \rho^{2}\right)^{\frac{1}{2}}}+O\left(\alpha^{6}\right)\right),
\end{align*}
$$

where

$$
\begin{align*}
e_{12} & =d_{11}-d_{13}-\frac{1}{3} d_{15} \\
& =1+\frac{2}{3} \alpha^{2}+\left(8 i \alpha^{3} / 9 \pi\right)+\frac{11}{45} \alpha^{4}+208 i \alpha^{5} / 225 \pi \\
e_{14} & =\frac{2}{5}\left(d_{11}+3 d_{13}\right)=\frac{2}{5}\left(1+\frac{1}{3} \alpha^{2}+8 i \alpha^{3} / 9 \pi\right) \\
e_{16} & =\frac{9}{35} \tag{5.24}
\end{align*}
$$

and

$$
\begin{aligned}
& \phi_{2}(\rho) \\
&= \frac{8 i}{\pi \omega \mu}\left(\left(\frac{\rho / a}{\left(1-\rho^{2} / a^{2}\right)^{\frac{1}{2}}}\right)\right. \\
& \times\left[\left(1+\frac{\alpha^{2}}{2}+\frac{8 i \alpha^{3}}{9 \pi}+\frac{47 \alpha^{4}}{360}+\frac{168 i \alpha^{5}}{225 \pi}\right)\right. \\
&+\left(1-\frac{\rho^{2}}{a^{2}}\right)\left(-\frac{\alpha^{2}}{6}-\frac{23 \alpha^{4}}{180}-\frac{4 i \alpha^{5}}{15 \pi}\right) \\
&\left.+\left(1-\frac{\rho^{2}}{a^{2}}\right)^{2}\left(\frac{-\alpha^{4}}{360}\right)+O\left(\alpha^{6}\right)\right]+\frac{8 \lambda^{5}}{45 \pi^{2}} \frac{a^{3}}{\rho^{3}} \\
& \times\left[-\frac{3 a}{\rho} \sin ^{-1} \frac{\rho}{a}+\left(1-\frac{\rho^{2}}{a^{2}}\right)^{\frac{1}{2}}+\frac{2}{\left(1-\rho^{2} / a^{2}\right)^{\frac{1}{2}}}\right] \\
&-\frac{4}{3 \pi}\left\{e_{22} \frac{\lambda}{2}\left[\frac{3 \rho}{b} \sin ^{-1} \frac{b}{\rho}-\left(1-\frac{b^{2}}{\rho^{2}}\right)^{\frac{1}{2}}-\frac{2}{\left(1-b^{2} / \rho^{2}\right)^{\frac{1}{2}}}\right]\right. \\
&+e_{24} \frac{\lambda^{3}}{8} \frac{\rho^{2}}{b^{2}}\left[15 \frac{\rho}{b} \sin ^{-1} \frac{b}{\rho}+2\left(1-\frac{b^{2}}{\rho^{2}}\right)^{\frac{3}{2}}\right. \\
&\left.-9\left(1-\frac{b^{2}}{\rho^{2}}\right)^{\frac{1}{2}}-\frac{8}{\left(1-b^{2} / \rho^{2}\right)^{\frac{1}{2}}}\right]+e_{26} \frac{\lambda^{5}}{48} \frac{\rho^{4}}{b^{4}}
\end{aligned}
$$

$$
\begin{align*}
& \times\left[105 \frac{\rho}{b} \sin ^{-1} \frac{b}{\rho}-8\left(1-\frac{b^{2}}{\rho^{2}}\right)^{\frac{5}{2}}+38\left(1-\frac{b^{2}}{\rho^{2}}\right)^{\frac{3}{2}}\right. \\
& \left.\left.-87\left(1-\frac{b^{2}}{\rho^{2}}\right)^{\frac{1}{2}}-\frac{48}{\left(1-b^{2} / \rho^{2}\right)^{\frac{1}{2}}}\right]\right) \\
& -\frac{2 \alpha^{2} \lambda}{3 \pi}\left[1+\frac{5 \alpha^{2}}{9}-\frac{\lambda^{2}}{3}\right]\left[\frac{3 \rho}{b} \sin ^{-1} \frac{b}{\rho}-\left(1-\frac{b^{2}}{\rho^{2}}\right)^{\frac{1}{2}}\right. \\
& \left.\left.-\frac{2}{\left(1-b^{2} / \rho^{2}\right)^{\frac{1}{2}}}\right]+\frac{2 \alpha^{2} \lambda^{4} a b}{45 \pi \rho^{2}\left(1-b^{2} / \rho^{2}\right)^{\frac{1}{2}}}+O\left(\alpha^{6}\right)\right), \tag{5.25}
\end{align*}
$$

where

$$
\begin{align*}
& e_{22}=1+\frac{1}{3} \alpha^{2}+\left(8 i \alpha^{3} / 9 \pi\right)+108 i \alpha^{5} / 225 \pi, \\
& e_{24}=\frac{2}{5}\left(1+\frac{2}{3} \alpha^{2}+8 i \alpha^{3} / 9 \pi\right), \quad e_{26}=\frac{9}{35} . \tag{5.26}
\end{align*}
$$

Finally, substituting the value of $\phi_{1}(\rho)$ from (5.23) into the system (2.25), we obtain $I(\rho)$, given by

$$
\begin{align*}
I(\rho)= & \frac{8 i a}{\pi \omega \mu}\left(\left[\left(1-\frac{\rho^{2}}{a^{2}}\right)^{\frac{1}{2}}\right]\right. \\
& \times\left[\left(1+\frac{\alpha^{2}}{2}+\frac{8 i \alpha^{3}}{9 \pi}+\frac{47 \alpha^{4}}{360}+\frac{168 i \alpha^{5}}{225 \pi}\right)\right. \\
& +\frac{1}{3}\left(1-\frac{\rho^{2}}{a^{2}}\right)\left(\frac{\alpha^{2}}{6}+\frac{19}{180} \alpha^{4}+\frac{8 i \alpha^{5}}{45 \pi}\right) \\
& \left.+\left(1-\frac{\rho^{2}}{a^{2}}\right)^{2} \frac{\alpha^{4}}{600}+O\left(\alpha^{6}\right)\right] \\
& -\frac{8 \lambda^{5}}{45 \pi^{2}} \frac{a^{3}}{\rho^{3}}\left[\sin ^{-1} \frac{\rho}{a}-\frac{\rho}{a}\left(1-\frac{\rho^{2}}{a^{2}}\right)^{\frac{1}{2}}\right] \\
& +\frac{4}{3 \pi}\left\{e _ { 1 2 } \frac { \lambda ^ { 2 } } { 2 } \left[\frac{3 \rho^{2}}{2 b^{2}} \sin ^{-1} \frac{b}{\rho}\right.\right. \\
& \left.-\frac{3}{2}\left(\frac{\rho^{2}}{b^{2}}-1\right)^{\frac{1}{2}}-\sin ^{-1} \frac{b}{\rho}\right] \\
& +e_{14} \frac{\lambda^{4}}{8}\left[\frac{15}{4} \frac{\rho^{4}}{b^{4}} \sin ^{-1} \frac{b}{\rho}-\frac{15}{4}\left(\frac{\rho^{2}}{b^{2}}-1\right)^{\frac{3}{2}}\right. \\
& \left.\left.\left.-\frac{25}{4}\left(\frac{\rho^{2}}{b^{2}}-1\right)^{\frac{1}{2}}-2 \sin ^{-1} \frac{b}{\rho}\right]\right\}+O\left(\alpha^{6}\right)\right) . \tag{5.27}
\end{align*}
$$

Thus we have completely determined the values of the unknown functions $I, \phi_{1}$, and $\phi_{2}$ which, when substituted in the Eqs. (5.3) and (5.4), give rise to the values of $j_{\rho}$ and $j_{\varphi}$ at the disk, as explained in the next section.
Note that the edge conditions (5.7) and (5.8) do not involve the constant $C$ at all. However, to evaluate $C$, we observe from the integral representation formula (2.31) for the function $M_{2}(\rho, z)$ that $\left[M_{2}(\rho, z)\right]_{z= \pm 0}$ are continuous functions of $\rho$ for all values of $\rho$ if and only if $C$ vanishes. It also follows from the continuity consideration of these functions at $\rho=b$ and the relations (2.13) and (2.16) that

$$
\begin{equation*}
C=0 . \tag{5.28}
\end{equation*}
$$

## 6. INDUCED SURFACE CURRENT DENSITY AND SCATTERING CROSS SECTION

The components of the total induced surface current density at the annulus are given by the formulas (5.3) and (5.4). Substituting the values of $\phi_{1}(\rho)$, $\phi_{2}(\rho)$, and $I(\rho)$ from Eqs. (5.23), (5.25), and (5.27) in the formulas (5.3) and (5.4), we readily obtain the values of $j_{\rho}$ and $j_{\varphi}$ at the disk. It follows from these values that

$$
\begin{aligned}
& j_{\rho}(\rho, \varphi, 0)=O\left(\left(\rho^{2}-b^{2}\right)^{-\frac{1}{2}}\right) \quad \text { as } \quad \rho \rightarrow b, \\
& j_{\varphi}(\rho, \varphi, 0)=O\left(\left(\rho^{2}-b^{2}\right)^{-\frac{-3}{2}}\right) \quad \text { as } \quad \rho \rightarrow b .
\end{aligned}
$$

We are not giving the values of $j_{\rho}$ and $j_{\varphi}$ explicitly, for the economy of space, and these can be determined as explained above.
Finally, to determine the scattering cross section, we first find the far field amplitudes of $M_{1}$ and $M_{2}$. In terms of spherical polar coordinates $(r, \theta, \varphi)$,

$$
\rho=r \sin \theta, \quad z=r \cos \theta
$$

the far field amplitude for $M_{i}, i=1,2$, is defined as

$$
\begin{equation*}
M_{i}(\rho, z)=A_{i}(\theta)\left(e^{i k r} / r\right)+O\left(r^{-2}\right), \quad r \rightarrow \infty . \tag{6.1}
\end{equation*}
$$

Comparing it with the integral representation formulas for $M_{1}$ and $M_{2}$ as given by (2.19) and (2.30), we obtain, after a slight simplification,

$$
\begin{align*}
A_{1}(\theta) & =-\frac{i \cot \theta}{2} \int_{0}^{a} I(t) \frac{d}{d t}\left[t J_{1}(k t \sin \theta)\right] d t \\
& =\frac{i \cot \theta}{2} \int_{0}^{a} t \frac{d}{d t}[I(t)] J_{1}(k t \sin \theta) d t \\
& =\frac{i \cot \theta}{2} \int_{b}^{a} t \phi_{1}(t) J_{1}(k t \sin \theta) d t \\
& =\frac{i \cot \theta}{2} \int_{0}^{\infty} t\left[\phi_{11}(t)+\phi_{12}(t)\right] J_{1}(k t \sin \theta) d t \tag{6.2}
\end{align*}
$$

where we have used the relations (2.18), (2.25), (4.3), and (5.28). Now via the relations (4.6), (4.7), (4.18), and (4.19), there results from (6.2) after some manipulations

$$
\begin{align*}
A_{1}(\theta)= & i a \cos \theta\left(\frac{\alpha}{2 \pi \sin \theta}\right)^{\frac{1}{2}} \\
& \times\left(\int_{0}^{1} v^{\frac{1}{2}} S_{11}(a v) J_{\frac{1}{2}}(\alpha \sin \theta v) d v\right. \\
& -\int_{1}^{\infty} v^{\frac{1}{2}} T_{11}(a v) J_{\frac{3}{2}}(\alpha \sin \theta v) d v-\lambda^{\frac{3}{2}} \\
& \times \int_{0}^{1} v^{\frac{1}{2}} T_{12}(b v) J_{\frac{3}{2}}(\beta v \sin \theta) d v \\
& \left.+\lambda^{\frac{3}{2}} \int_{1}^{\infty} v^{\frac{1}{2}} S_{12}(b v) J_{2}^{3}(\beta v \sin \theta) d v\right) . \tag{6.3}
\end{align*}
$$

Similarly,

$$
\begin{align*}
A_{2}(\theta)= & -\frac{1}{2} i\left(B k^{2} \int_{0}^{b} t^{2} J_{1}(k t \sin \theta) d t\right. \\
& \left.-\int_{b}^{a} t \phi_{2}(t) J_{1}(k t \sin \theta) d t\right) \\
= & -\frac{1}{1} 6 i B a \alpha^{3} \lambda^{4} \sin \theta\left[1+O\left(\alpha^{4}\right)\right]+i a\left(\frac{\alpha \sin \theta}{2 \pi}\right)^{\frac{1}{2}} \\
& \times\left(\int_{0}^{1} v^{\frac{1}{2}} S_{21}(a v) J_{\frac{1}{2}}(\alpha \sin \theta v) d v\right. \\
& -\int_{1}^{\infty} v^{\frac{1}{2}} T_{21}(a v) J_{\frac{1}{2}}(\alpha v \sin \theta) d v-\lambda^{\frac{3}{2}} \\
& \times \int_{0}^{1} v^{\frac{1}{2}} T_{22}(a v) J_{\frac{3}{2}}(\beta v \sin \theta) d v \\
& \left.+\lambda^{\frac{3}{2}} \int_{1}^{\infty} v^{\frac{1}{2}} S_{22}(a v) J_{\frac{3}{2}}(\beta v \sin \theta) d v\right) \tag{6.4}
\end{align*}
$$

Substituting the values of $S_{11}, S_{12}, T_{11}$, and $T_{12}$ from the Eqs. (5.13)-(5.16) in (6.3), we obtain, after some simplification,

$$
\begin{align*}
& A_{1}(\theta)=\frac{4 a^{2} \alpha \cos \theta}{3 \pi \omega \mu}\left[1+\frac{8 \alpha^{2}}{15}+\frac{8 i \alpha^{3}}{9 \pi}\right. \\
& +\frac{16 \alpha^{4}}{105}+\frac{176 i \alpha^{5}}{225 \pi}-\frac{\alpha^{2}}{10}\left(1+\frac{11 \alpha^{2}}{21}+\frac{8 i \alpha^{3}}{9 \pi}\right) \sin ^{2} \theta \\
& \left.\quad+\frac{\alpha^{4}}{280} \sin ^{4} \theta-\frac{16 \lambda^{5}}{15 \pi^{2}}+O\left(\alpha^{6}\right)\right] \tag{6.5}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& A_{2}(\theta)=-\frac{4 \alpha a^{2} \sin \theta}{3 \pi \omega \mu}\left[1+\frac{11 \alpha^{2}}{30}+\frac{8 i \alpha^{3}}{9 \pi}\right. \\
& +\frac{17 \alpha^{4}}{280}+\frac{408 i \alpha^{5}}{675 \pi}+\cos ^{2} \theta\left(\frac{\alpha^{2}}{10}+\frac{17 \alpha^{4}}{420}+\frac{4 i \alpha^{5}}{45 \pi}\right) \\
& \left.\quad+\frac{\alpha^{4}}{280} \cos ^{4} \theta-\frac{16 \lambda^{5}}{15 \pi^{2}}+O\left(\alpha^{6}\right)\right] \tag{6.6}
\end{align*}
$$

Having found $A_{1}(\theta)$ and $A_{2}(\theta)$, we use the formula

$$
\begin{align*}
\sigma= & \frac{\omega^{2}}{a^{2}}(\mu k)^{2} \\
& \times \int_{0}^{\pi}\left[\left|A_{1}(\theta)\right|^{2}+\cos ^{2} \theta\left|A_{1}(\theta)+A_{2}^{\prime}(\theta)\right|^{2}\right] \sin \theta d \theta \tag{6.7}
\end{align*}
$$

where

$$
A_{2}^{\prime}(\theta)=-\tan \theta A_{2}(\theta)
$$

for calculating the scattering cross section $\sigma$. After substituting the values from (6.5) and (6.6) and
simplifying, we obtain

$$
\begin{equation*}
\sigma=\frac{128 \alpha^{4}}{27 \pi^{2}}\left(1+\frac{22 \alpha^{2}}{25}+\frac{7312 \alpha^{4}}{18375}-\frac{32 \lambda^{5}}{15 \pi^{2}}+O\left(\alpha^{6}\right)\right) \tag{6.8}
\end{equation*}
$$

When $\lambda \rightarrow 0,(6.8)$ and the values of $j_{\rho}$ and $j_{\varphi}$ agree with the known results for the whole circular disk. ${ }^{1}$

## APPENDIX

We give here the proof of result (5.5).
One readily deduces from the Eqs. (4.3), (4.18), and (4.19) that

$$
\begin{array}{r}
\frac{2}{\pi} \frac{d}{d \rho}\left(\int_{\rho}^{\infty} \frac{T_{11}(u) d u}{\left(u^{2}-\rho^{2}\right)^{\frac{1}{2}}}\right)+\frac{2}{\pi \rho^{2}} \frac{d}{d \rho} \\
\times\left(-\int_{0}^{b} \frac{u^{2} T_{12}(u) d u}{\left(\rho^{2}-u^{2}\right)^{\frac{1}{2}}}+\int_{b}^{\rho} \frac{u^{2} S_{12}(u) d u}{\left(\rho^{2}-u^{2}\right)^{\frac{2}{2}}}\right)=0 \\
a<\rho<\infty
\end{array}
$$

If the function $T_{11}(\rho)$ is extended over the range $b<\rho \leq a$, the Eq. (A1) will also hold for the range $b<\rho \leq a$. But then the Eq. (4.25) yields

$$
\begin{array}{r}
\phi_{1}(\rho)=-\frac{2}{\pi} \frac{d}{d \rho}\left(\int_{\rho}^{a} \frac{\left[S_{11}(u)+T_{11}(u)\right]}{\left(u^{2}-\rho^{2}\right)^{\frac{1}{2}}} d u\right) \\
b<\rho \leq a \tag{A2}
\end{array}
$$

This equation gives, after some manipulations, the required result

$$
\begin{array}{r}
\phi_{1}(\rho)=\frac{2}{\pi}\left(\frac{S_{11}(a)+T_{11}(a)}{\left(a^{2}-\rho^{2}\right)^{\frac{1}{2}}}+O\left(\left(a^{2}-\rho^{2}\right)^{\frac{1}{2}}\right)\right) \\
\text { as } \rho \rightarrow a \tag{A3}
\end{array}
$$

Similarly, the result (5.6) can be established. We have verified that the solution $\phi_{1}(\rho)$ satisfies the formulas (A2) as well as (A3).
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#### Abstract

Ma has shown that, in the case of an exponential potential, in the $s$-wave $S$ matrix there exist poles that do not contribute to the completeness, even though they appear in the same part of the $k$ plane as the bound state poles. These poles were called "redundant"' poles. Subsequently, other examples of redundant poles have appeared in the literature. Recently their importance with regard to the concept of "shadow" states has been stressed by Sudarshan. If we construct the Green's function for the Schrödinger equation with the boundary conditions of regularity at the origin and the outgoing spherical waves at large distances, the singularities of it in the $k$ plane completely determine the $L^{2}$ class of eigensolutions. From this Green's function, the $T$ matrix (and hence the $S$ matrix) is constructed explicitly. This $S$ matrix is found to be the same as the one defined through the usual Jost solution, and it is shown that the singularities of the $S$ matrix, besides corresponding to those appearing in the Green's function, also contain the "redundant" singularities. Thus it is shown that the wavefunctions associated with the "redundant" singularities do not belong to the $L^{2}$ class. By a careful derivation, we resolve the Ma paradox concerning the Heisenberg identity. In the particular cases of the exponential potential and the Eckart potential, the redundant solutions correspond to the vanishing of a Wronskian pointing to the breakdown of the linear independence of the starting wavefunctions in defining the $S$ matrix through the Jost functions. It is stressed that when singularities appear in the $S$ matrix other than those corresponding to the bound and scattering states of the given problem, the "redundant" singularities can only be understood by a "dynamical" equation such as the Schrödinger equation.


## I. INTRODUCTION

Almost a quarter of a century ago, $\mathrm{Ma}^{1}$ and, soon after, Jost ${ }^{2}$ discovered that, for exponential potential for $s$ waves, the singularities of the $S$ matrix in the physical plane are of two kinds. One set of poles corresponds to genuine bound states, and another set does not correspond to anything physical, in the sense that they do not appear in the completeness statement concerning the entire set of solutions for this Hamiltonian. This was exhibited in terms of a "Heisenberg identity," which is derived from the completeness statement concerning the $L^{2}$ class of solutions of the problem, when one applied it to the asymptotic region of the configuration space where the scattering solutions in this region are written in terms of the phase shift in the usual way. The Heisenberg identity ( HI ) thus derived relates the spatial Fourier transform of the $S$ matrix, defined by exp $2 i \delta(k)$ [ $\delta(k)$ is the phase shift] for real $k$, to the sum over the square of the modulus of the asymptotic bound state solutions. This integral can also be computed by a method of contour integration when $S(k)$ is assumed to be the suitably analytically continued function in the upper half $k$-complex plane which coincides with $\exp 2 i \delta(k)$ for real $k$. This evaluation then led to the paradox that certain new terms now appear besides the known bound state contributions. Since the complete solutions of this problem can be written down, Ma verified explicitly that the completeness of
the set of solutions does not contain terms corresponding to these "redundant" states. We resolve this paradox in this paper by showing that HI is, in actual fact, a tautology when the terms left out in the asymptotic expansions are examined with care. Subsequently, other examples of redundant poles appeared in the literature. ${ }^{4,5}$ Peierls ${ }^{6}$ later showed that if the potential is a cutoff exponential, these redundant poles do not appear at all. Moreover, by arguments of perturbative character, by considering a superposition of exponential potentials, he associated the "left-hand cut" for the Yukawa potential with the "redundant" states, in that this does not appear in the completeness of solutions for this case. Quite recently, Biswas, Pradhan, and Sudarshan ${ }^{7}$ have investigated these poles to elucidate the concept of "shadow" states.

In this paper, we wish to put forward an explanation of these "redundant" singularities of the $S$-matrix in terms of the associated wavefunctions belonging to a non- $L^{2}$ class. Moreover, by a careful consideration of the derivation of HI, we explicitly show that, in actuality, a correct derivation yields a tautology and not HI. This resolves Ma's paradox. In nonrelativistic potential theory, a complete identification of the states for given boundary conditions can be made by constructing the Green's function for the system. ${ }^{8}$ From the Green's function the completeness of the entire set of solutions is derived; also,
following the usual operator relationship between the $T$ matrix and the full Green's function, one may derive the $S$ matrix for real values of the momenta and energy. This is done purely to bring out the appearance of an extra term in the $S$ matrix. Also this gives us a check on the usual identification of $S$ from the Jost solutions. All these are given in the next section. In the third section, two examples discussed in the literature are re-examined in the light of our approach, and it is shown that the "redundant poles" correspond to the breakdown of linear independence of two basic solutions employed in constructing the usual $S$ matrix. Thus the redundant poles correspond here to vanishing of the relevant Wronskian. A summary of the results is given at the end.

## II. GREEN'S FUNCTION, COMPLETENESS RELATION, AND $S$ MATRIX FOR SHORT-RANGED POTENTIAL

The solutions and definitions employed here are those of Newton. ${ }^{4}$ For simplicity, we will throughout discuss the $s$-state Schrödinger equation only, and a discussion of the higher angular momentum states does not in any way alter the conclusions drawn from this simple case. Since most of the details of constructing the Green's function can be found in either Ref. 4 or Ref. 8, we here give only the results. The radial Schrödinger equation to be solved is

$$
\begin{equation*}
-\psi^{\prime \prime}+\vartheta_{\psi}=k^{2} \psi \tag{1}
\end{equation*}
$$

where $\mathcal{V}=2 \mu V$ and other symbols have their usual significance. ${ }^{9}$ We will assume that $r=0$ is "regular" in the sense of the theory of ordinary differential equations of second order, so that it will be assumed that $\lim r^{2} V(r)=0$ as $r \rightarrow 0$. Only regular solutions are acceptable for the discussion of the physical problems. If $f_{ \pm}(k, r)$ exist such that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} e^{\mp i k r} f_{ \pm}(k, r)=1 \tag{2}
\end{equation*}
$$

and are solutions of (1), then, if these two solutions are linearly independent, we can construct a general regular solution of (1) as

$$
\begin{align*}
\varphi(k, r)=(2 i k)^{-1}\left[f_{-}(k, 0) f_{+}\right. & (k, r) \\
& \left.-f_{+}(k, 0) f_{-}(k, r)\right] . \tag{3}
\end{align*}
$$

$f_{ \pm}(k, 0)$ is $f_{ \pm}(k, r)$ evaluated for $r=0$ and is called the Jost function. Note that $\phi(k, r) \rightarrow 0$ as $r \rightarrow 0$. We now construct the Green's function associated with (1), and it satisfies the equation

$$
\begin{equation*}
\left(-\frac{\partial^{2}}{\partial r^{2}}+\vartheta(r)-k^{2}\right) \mathfrak{G}^{(+)}\left(k ; r r^{\prime}\right)=-\delta\left(r-r^{\prime}\right) \tag{4}
\end{equation*}
$$

with the boundary conditions that it be regular at $r=0$ and contains only outgoing waves for $r \rightarrow \infty$. Then, in terms of (2) and (3), we have ${ }^{4}$

$$
\begin{align*}
& \mathcal{G}^{(+)}\left(k ; r, r^{\prime}\right) \\
& \qquad \begin{array}{l}
{\left[f_{+}(k, 0)\right]^{-1}\left[f_{+}(k, r) \varphi\left(k, r^{\prime}\right) \eta_{+}\left(r-r^{\prime}\right)\right.} \\
\\
\left.+f_{+}\left(k, r^{\prime}\right) \varphi(k, r) \eta_{+}\left(r^{\prime}-r\right)\right],
\end{array}
\end{align*}
$$

where $\eta_{+}\left(r-r^{\prime}\right)=1$ for $r>r^{\prime}$ and is zero otherwise.
We may also state here that the functions $f_{ \pm}(k, r)$ are such that their Wronskian

$$
\begin{equation*}
W\left(f_{+}, f_{-}\right)=-2 i k, \tag{6}
\end{equation*}
$$

and $f_{ \pm}(k, 0)$ are the Wronskians

$$
\begin{equation*}
W\left(f_{ \pm}(k, r), \varphi(k, r)\right)=f_{ \pm}(k, 0), \tag{7}
\end{equation*}
$$

$W\left(\psi_{1}, \psi_{2}\right)=\psi_{1} \psi_{2}^{\prime}-\psi_{1}^{\prime} \psi_{2}$. The linear independence of the various solutions are implied by nonzero values of the corresponding Wronskians. The completeness of the entire set of solutions that obey the requirements of regularity at the origin and outgoing wave at infinity is at once arrived at from (5) in the usual way. Defining the normalized bound state solutions and the "outgoing" scattering solutions by

$$
\begin{equation*}
\psi^{(n)}(r)=\varphi^{(n)}(r) / N_{n} \equiv \varphi\left(i K_{n}, r\right) / N_{n} \tag{8a}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi^{(+)}(k, r)=k \varphi(k, r) \mid f_{+}(k, 0), \tag{8b}
\end{equation*}
$$

where $N_{n}$ is the normalization constant, we then find that the completeness statement is

$$
\begin{array}{r}
\sum_{n} \psi^{(n)}(r) \psi^{(n)^{*}}\left(r^{\prime}\right)+\frac{2}{\pi} \int_{0}^{\infty} d k \psi^{(+)}(k, r) \psi^{(+)^{*}}\left(k, r^{\prime}\right) \\
=\delta\left(r-r^{\prime}\right) . \tag{9}
\end{array}
$$

This also determines the complete set of the $L^{2}$ class of solutions for this problem. ${ }^{8}$ The $i K_{n}$ here are the poles in $\mathscr{G}^{(+)}\left(k, r, r^{\prime}\right)$ or the zeros of $f_{+}(k, 0)$ in the upper half $k$-complex plane. It may be noted that, for a short-ranged potential, $f_{+}(k, r)$ and $f_{+}(k, 0)$ are analytic in the upper half-plane in $k$ but $\phi(k, r)$ is analytic in the entire $k$ plane. ${ }^{2}$ From (5) then, only the zeros of $f_{+}(k, 0)$ contribute to the completeness of the $L^{2}$ class of solutions of Eq. (1). It may be remarked that, for $k=i K_{n}, \phi(k, r)$ is such that it vanishes for $r \rightarrow \infty$.

From (5) we now proceed to construct the $T$ matrix by employing the relation

$$
\begin{equation*}
T=\vartheta+\vartheta \mathcal{G}^{(+)} \vartheta . \tag{10}
\end{equation*}
$$

We take the diagonal matrix element of (10) corresponding to the energy $k^{2}$, so that we directly obtain $T$ on the mass shell. Thus, for $s$ waves, we need to compute
$\langle k| T|k\rangle=B_{0}+M$,
where $B_{0}$ is the term corresponding to $V$, the usual Born term, and $M$ stands for the matrix element of the second term of (10). Here $\langle r \mid k\rangle=j_{0}(k r)$. Thus

$$
B_{0}=\int_{0}^{\infty} d r r j_{0}^{2}(k r) \bigcup(r)
$$

and

$$
\begin{align*}
M= & \int_{0}^{\infty} r d r \int_{0}^{\infty} r^{\prime} d r^{\prime} \\
& \times j_{0}(k r)^{\mathfrak{G}(r) G^{\mathfrak{G}}(+)}\left(k ; r, r^{\prime}\right) \cup\left(r^{\prime}\right) j_{0}\left(k r^{\prime}\right) . \tag{11}
\end{align*}
$$

We now employ (5) in evaluating $M$. We use the Schrödinger equation obeyed by $f_{+}(k, r)$ in the presence of $\because$ and that obeyed by $j_{0}(k r)$ in the absence of $\vartheta$, to simplify the above expression for $M$. After some algebra, we obtain

$$
\begin{align*}
M= & -\frac{f_{-}(k, 0)}{2 i k f_{+}(k, 0)}\left[f_{+}(k, 0)-1\right]^{2}-B_{0} \\
& +\frac{f_{-}(k, 0)}{2 i k}\left[f_{+}(k, 0)-1\right]-\frac{1}{2 i k}\left[f_{-}(k, 0)-1\right] . \tag{12}
\end{align*}
$$

Thus we get

$$
\begin{equation*}
\langle k| T|k\rangle=(2 i k)^{-1}\left[1-f_{-}(k, 0) / f_{+}(k, 0)\right] \tag{13}
\end{equation*}
$$

after clearing the algebraic expression. It is interesting to note that the usual Born term is cancelled by a corresponding term in $M$ and the remainder adds up to (13). Using the relationship

$$
\begin{equation*}
S(k)=1-2 i k\langle k| T(k)|k\rangle \tag{14}
\end{equation*}
$$

we arrive at the familiar $S$ matrix, which could be identified even at the starting point when $\phi(k, r)$ is defined by (3). The point of this calculation was to show explicitly that the expression (9), which displays only the appearance of $f_{+}(k, 0)$ through $\mathcal{G}^{(+)}$, has hidden in it the usual $S(k)$. The algebra outlined above shows another feature that the Born term in (9) does not appear explicitly if $T$ is evaluated by making use of $\mathscr{G}^{(+)}$.

This demonstration serves to indicate the appearance of the singularities of $f_{-}(k, 0)$ in $S(k)$ but not in $\mathfrak{G}^{(+)}\left(k ; r r^{\prime}\right)$. The corresponding eigenfunctions thus do not appear in the completeness statement, and hence by exclusion they do not belong to the $L^{2}$ class of solutions of (1). In the next section we will show two examples where the corresponding $f_{-}(k, 0)$ have poles, which are then explicitly identified to be zeros of the Wronskian of $f_{+}(k, r)$ and $f_{-}(k, r)$ when appropriately redefined.

We will now show that Ma's puzzle is really not a puzzle at all by re-examining with care the derivation
of the Heisenberg identity. Let us write

$$
\begin{align*}
f_{ \pm}(k, r) & =e^{ \pm i k r}+\left[f_{ \pm}(k, r)-e^{ \pm i k r}\right] \\
& \equiv e^{ \pm i k r}+\tilde{f}_{ \pm}(k, r) \tag{15}
\end{align*}
$$

$\tilde{f}_{ \pm}(k, r)$ is designed to vanish for $r \rightarrow \infty$. From (3), we then have

$$
\begin{equation*}
\varphi(k, r)=\varphi^{0}(k, r)+\tilde{\varphi}^{0}(k, r) \tag{16}
\end{equation*}
$$

where

$$
\varphi^{0}(k, r)=(2 i k)^{-1}\left[f_{-}(k, 0) e^{i k r}-f_{+}(k, 0) e^{-i k r}\right]
$$

and

$$
\begin{align*}
\tilde{q}(k, r)=(2 i k)^{-1}[ & f_{-}(k, 0) \tilde{f}_{+}(k, r) \\
& \left.-f_{+}(k, 0) \tilde{f_{-}}(k, r)\right]
\end{align*}
$$

Let us substitute (16) in (8b) and subsequently in the completeness relationship (9). Then an exact restatement of the completeness relation (9) is

$$
\begin{array}{r}
\sum_{n} \psi^{(n)}(r) \psi^{(n)^{*}}\left(r^{\prime}\right)+\frac{2}{\pi} \int_{0}^{\infty} d k \psi_{0}^{(+)}(k, r) \psi_{0}^{(+)^{*}}\left(k, r^{\prime}\right)+A \\
=\delta\left(r-r^{\prime}\right), \tag{17}
\end{array}
$$

where

$$
\begin{align*}
\psi^{(+)}(k, r) & =\psi_{0}^{(+)}(k, r)+\tilde{\psi}^{(+)}(k, r) \\
& =\frac{k \varphi^{(0)}(k, r)}{f_{+}(k, 0)}+\frac{k \tilde{\varphi}^{(0)}(k, r)}{f_{+}(k, 0)} \tag{18}
\end{align*}
$$

and so

$$
\begin{align*}
A= & \frac{2}{\pi} \int_{0}^{\infty} d k\left[\psi_{0}^{(+)}\left(k, r^{\prime}\right) \tilde{\psi}^{(+)^{*}}\left(k, r^{\prime}\right)\right. \\
& \left.+\tilde{\psi}^{(+)}(k, r) \psi_{0}^{(+)^{*}}\left(k, r^{\prime}\right)+\tilde{\psi}^{(+)}(k, r) \tilde{\psi}^{(+)^{*}}\left(k, r^{\prime}\right)\right] \tag{19}
\end{align*}
$$

By construction, when (17) is applied to $r, r^{\prime}$ in the asymptotic region, we obtain

$$
\begin{align*}
& \frac{1}{2 \pi} \sum_{n}\left|c_{n}\right|^{2} e^{-\left|K_{n}\right| r} \\
& +\frac{2}{\pi} \int_{0}^{\infty} d k \sin [k r+\delta(k)] \sin \left[k r^{\prime}+\delta(k)\right]+A^{\prime} \\
& =\delta\left(r-r^{\prime}\right) \tag{20}
\end{align*}
$$

$A^{\prime}$ now contains $A$ plus the left-out terms of the second term in (17). If it is assumed that if $A^{\prime} \rightarrow 0$, then one arrives at the Heisenberg identity upon using the definitions $S(k)=e^{2 i \delta(k)}=1 / S(-k)$ :

$$
\begin{equation*}
\int_{-\infty}^{\infty} d k S(k) e^{i k\left(r+r^{\prime}\right)}=\sum_{n}\left|c_{n}\right|^{2} e^{-\left|K_{n}\right|\left(r+r^{\prime}\right)} \tag{21}
\end{equation*}
$$

By a contour integration method, the integral on the left side can also be calculated, in which case we would obtain an extra term corresponding to the
redundant poles. Ma suspected that, even though $\tilde{\psi}^{(+)}$is zero, in the asymptotic region, an actual evaluation of $A$ (or equivalently $A^{\prime}$ ) may yield the missing contribution due to the redundant poles, thus giving the result of the contour integration method. This was Ma's puzzle. However, if one explicitly calculates $A$ by using only the definitions and properties of $f_{ \pm}(k, r), f_{ \pm}(k, 0)$, and $S(k)$ but not evaluating anywhere the Fourier transform of $S(k)$, one merely obtains, after straightforward algebra, the result that

$$
\begin{equation*}
A=-\sum_{n} \psi^{(n)}(r) \psi^{(n)^{*}}\left(r^{\prime}\right)+\frac{2}{\pi} \int_{-\infty}^{\infty} d k S(k) e^{i k\left(r+r^{\prime}\right)} . \tag{22}
\end{equation*}
$$

Note that we have not used any asymptotic expansions. When (22) is substituted in (17), we merely obtain the well-known identity

$$
\begin{align*}
& \frac{2}{\pi} \int_{0}^{\infty} d k \sin [k r+\delta(k)] \sin \left[k r^{\prime}+\delta(k)\right] \\
& \quad \equiv \delta\left(r-r^{\prime}\right)-\frac{1}{2 \pi} \int_{-\infty}^{\infty} d k S(k) e^{i k\left(r+r^{\prime}\right)} \tag{23}
\end{align*}
$$

which thus leads us to a tautology!
To make this a little more explicit, we reconstruct the above calculation for the simple case of Eckart potential, where all the terms can be explicitly written out. The pitfall then is an actual evaluation of certain integrals that make up $A$ by contour methods, in which case one merely verifies Cauchy's theorem on contour integration for $S(k)$. Thus we have resolved the original paradox posed by Ma. This tautology also reaffirms the fact that, for a given set of parameters, the non- $L^{2}$ solutions are distinct from the $L^{2}$ set and by such methods as asymptotic expansions of the $L^{2}$ set one cannot glean at the structure of the non- $L^{2}$ solutions.

## III. THE EXPONENTIAL AND THE ECKART POTENTIALS

## A. The Exponential Potential ${ }^{1}$

Here

$$
\begin{equation*}
V(r)=-v_{0} e^{-r / a} . \tag{24}
\end{equation*}
$$

The complete solutions for $s$ waves exist, and

$$
\begin{align*}
& f_{+}(k, r)=e^{i a k \ln \left(a^{2} v_{0}\right)} \Gamma(1-2 i a k) J_{-2 i a k}\left(2 a v_{0}^{\frac{1}{2}} e^{-r / 2 a}\right), \\
& f_{-}(k, r)=f_{+}(-k, r) . \tag{25}
\end{align*}
$$

Then

$$
\begin{align*}
S(k) & =\frac{f_{-}(k, 0)}{f_{+}(k, 0)} \\
& =e^{-2 i a k \ln \left(a^{2} v_{0}\right)} \frac{\Gamma(1+2 i a k) J_{2 i a k}\left(2 a v_{0}^{\frac{1}{2}}\right)}{\Gamma(1-2 i a k) J_{-2 i a k}\left(2 a v_{0}^{\frac{1}{2}}\right)} \tag{26}
\end{align*}
$$

The zeros of $f_{+}(k, 0)$ corresponding to

$$
\begin{equation*}
J_{-2 a k k}\left(2 a v_{0}^{\frac{1}{2}}\right)=0 \tag{27}
\end{equation*}
$$

define the usual bound states. The poles of $f_{-}(k, 0)$ occur when $\Gamma(1+2 i a k)=\infty$, or when $1+2 i a k=$ zero or negative integer, or, equivalently,

$$
\begin{equation*}
2 i a k=-n, \quad n \text { integer }(\neq 0) . \tag{28}
\end{equation*}
$$

The Wronskian of $J_{v}(z)$ and $J_{-v}(z)$, which are actually the two solutions $f_{ \pm}(k, r)$ without the factors in (25), is given by

$$
\begin{equation*}
W\left[J_{v}(z), J_{-v}(z)\right]=-2 \sin (v \pi) / \pi z . \tag{29}
\end{equation*}
$$

This therefore vanishes when $v$ is an integer. Thus, the starting solutions (15), where $J_{-2 i a k}$ and $J_{2 i a k}$ are assumed to be linearly independent, are not so at values of $k$ given by (28). In fact, $\phi(k, r)$, defined by (3) and (25), for such values of $k$ can be computed, and, after some algebra, one obtains

$$
\begin{align*}
\varphi(k, r) \xrightarrow[2 i a k=-n]{\longrightarrow}-a\left[J_{n}(x)\right. & Y_{n}\left(x e^{-r / 2 a}\right) \\
& \left.-J_{n}\left(x e^{-r / 2 a}\right) Y_{n}(x)\right] \tag{30}
\end{align*}
$$

with $x=2 a\left(v_{0}\right)^{\frac{1}{2}}$. One thus obtains $J_{n}$ and $Y_{n}$ as the two linearly independent solutions. ${ }^{10} \phi(k, r)$ does not have the required behavior as $r \rightarrow \infty$ since it now involves $Y_{n}(0)$, not as for bound states.

## B. Eckart Potential

Here

$$
\begin{align*}
& V(r)=-2 \beta \lambda^{2} e^{-\lambda r} /\left(1+\beta e^{-\lambda r}\right)^{2}, \\
& 0<\lambda, \quad-1<\beta<0 . \tag{31}
\end{align*}
$$

Then,

$$
\begin{equation*}
f_{+}(k, r)=e^{i k r}\{[2 k-i \lambda g(r)] /(2 k+i \lambda)\}, \tag{32}
\end{equation*}
$$

with

$$
g(r)=\left(\beta e^{-\lambda r}-1\right) /\left(\beta e^{-\lambda r}+1\right)
$$

and other quantities follow as before:
$S(k)=(2 k+i \lambda)[2 k+i \lambda g(0)] /[2 k-i \lambda g(0)](2 k-i \lambda)$.

The bound states correspond to zeros of $f_{+}(k, 0)$, and we locate them at

$$
\begin{equation*}
k=i \frac{1}{2} \lambda g(0) \tag{34}
\end{equation*}
$$

and the corresponding $\phi(k, r) \rightarrow 0$ as $r \rightarrow \infty$. For the present choice of $\beta$, this pole does not occur in the upper half-plane. A pole of $f_{-}(k, 0)$ is found at

$$
\begin{equation*}
k=i \lambda / 2 . \tag{35}
\end{equation*}
$$

Defining $\bar{f}_{+}(k, r)=e^{i k r}[2 k-i 2 g(r)]$ to be the solution instead of (32), we find that the Wronskian of the
two basic solutions is

$$
\begin{equation*}
W\left(\bar{f}_{+}(k, r), \bar{f}_{-}(k, r)\right)=2 i k\left(4 k^{2}+\lambda^{2}\right) \tag{36}
\end{equation*}
$$

and this vanishes for $k=i \lambda / 2$. Computing $\phi(k, r)$ for $k=i \lambda / 2$, we see that

$$
\begin{align*}
\varphi(k, r) \xrightarrow[k=i \lambda / 2]{ } \frac{1}{2 \lambda}\{\lambda r h(r)+ & \left(e^{\lambda r / 2}-e^{-\lambda r / 2}\right) \\
& \times[1+g(r) g(0)]\} \tag{37}
\end{align*}
$$

where

$$
h(r)=4 \beta e^{-\lambda r / 2} /(\beta+1)\left(\beta e^{-\lambda r}+1\right)
$$

Again, $\phi(k, r)$ diverges as $r \rightarrow \infty$.
It may also be noted that the location of these poles are independent of the strength of the potential in contrast to the bound state poles.

We now demonstrate explicitly that the redundant poles do not appear in any computation of the sort employed by Ma. From (32) we note that we may rewrite it in the form

$$
\begin{align*}
f_{+}(k, r) & =e^{i k r}-e^{i k r} i \lambda[1+g(r)] /(2 k+i \lambda) \\
& \equiv e^{i k r}+\tilde{f}_{+}(k, r)
\end{align*}
$$

and similarly for $f_{-}(k, r)$. Hence one can explicitly compute $A$, given by (18). All these integrals can be done by the methods of contour integration or otherwise, leading in actuality to the statement that

$$
\begin{aligned}
A & =(2 / \pi) \int_{-\infty}^{\infty} d k S(k) e^{i k\left(r+r^{\prime}\right)} \\
& =2 \pi i \operatorname{Res}\left[(2 / \pi) S(k) e^{i k\left(r+r^{\prime}\right)}\right]_{k=i \lambda / 2}
\end{aligned}
$$

This is obviously true. If we do not evaluate the integrals by any technique, but rewrite it in terms of $S(k)$, we merely obtain (23). This then verifies our resolution of the Ma paradox for the Eckart potential.

## IV. CONCLUSIONS

From the analysis presented here, it is now possible to make a definite statement in potential theory about the nature of the solutions corresponding to the singularities that occur in the $S$ matrix, viz., that the poles of $f_{-}(k, 0)$ correspond to non- $L^{2}$ class of solutions of the Schrödinger equation and the zeros of $f_{+}(k, 0)$ to the $L^{2}$ class of solutions. This is in conformity with one's intuitive feeling that, had there been $L^{2}$ class of functions corresponding to the redundant poles, it should have been manifest in the completeness relation. From the two examples given above, for the exponential type potential, poles appear
in $f_{-}(k, 0)$ which correspond to vanishing of the Wronskian of the solutions, $f_{ \pm}(k, r)$, and hence their linear independence required for the definition of $\phi(k, r)$; hence the definition of $S(k)$ breaks down. Since $f_{ \pm}(k, r)$ were chosen to obey (2), the new linear independent set will necessarily correspond to those which do not obey (2), and hence, also, for such a case, the non- $L^{2}$ type of solutions appear. It is known ${ }^{6}$ that for any cutoff potential of the exponential type, poles do not occur at all for $f_{-}(k, 0)$, and, in fact, $f_{ \pm}(k, 0)$ do not contain any singularities. Following the argument of Peierls, ${ }^{6}$ the cut replaces the redundant poles in the case of the Yukawa potential, and the corresponding wavefunction seems to diverge at infinity, just as for the redundant poles. We have thus resolved the original Ma puzzle and given a meaning to the redundant poles by characterizing the corresponding wavefunction.
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# Erratum: Properties of Overcomplete and Nonorthogonal Basis Vectors 

[J. Math. Phys. 10, 1774 (1969)]<br>D. J. Rowe<br>Department of Physics, University of Toronto, Ontario, Canada

(Received 6 October 1970)

In this paper a simple alternative orthogonalization procedure to the well-known Schmidt procedure was presented with the principal objective of showing how equations-of-motion calculations could be performed for excitation operators expanded in a space of nonorthogonal, and even over-complete, basis operators. It has since come to my attention that this orthogonalization procedure is identical to the
"Method of Canonical Orthonormalization" presented by Löwdin ${ }^{1}$ many years ago and used by him in subsequent papers. ${ }^{2}$ I wish, therefore, to draw the attention of the reader to these papers and to apologize to Löwdin for my failure to refer to his work.
${ }^{1}$ P.-O. Löwdin, Advan. Phys. 5, 1 (1956).
${ }^{2}$ P.-O. Löwdin, Rev. Mod. Phys. 39, 259 (1967).

# Erratum: Maxwell's Equations Having a Gradient as Source <br> [J. Math. Phys. 11, 2075 (1970)] <br> M. Muraskin <br> Department of Physics, University of North Dakota, Grand Forks, North Dakota 58201 

(Received 6 October 1970)

A gradient source also appears in the work of J. S. Dowker and Y. P. Dowker [Proc. Roy. Soc. (London) A294, 175 (1966)] and of J. Frenkel [Wave Mechanics-Advanced Theory (Oxford U.P., Oxford, 1934), pp. 266ff]. Other pertinent references are J. M. Whittaker, Proc. Cambridge Phil. Soc. 24, 501 (1928),

JOURNAL OF MATHEMATICAL PHYSICS
G. Rumer, Z. Physik 65, 244 (1930), and M. Sachs and S. Schwebel, J. Math. Phys. 3, 843 (1962). This last reference has some expressions similar to ours, except that $f=0$ is found there. I am grateful to Dr. J. S. Dowker for drawing my attention to these references.

# Erratum: Direct Canonical Transformations 

[J. Math. Phys. 11, 2776 (1970)]<br>David P. Stern<br>Laboratory for Space Physics, Goddard Space Flight Center, Greenbelt, Maryland 20771

(Received 8 October 1970)

In this article the claim was made that a perturbation method derived by Lacina ${ }^{1}$ was in error by neglecting the lower limit of an integral. I am indebted to Dr. Lacina for pointing out and proving that the contribution of this limit vanishes. The proof is by induction, as follows (numbers refer to equations in the author's paper).
To show that one possible solution in Eq. (42) is obtained by setting $\mu_{i}^{(k)}$ equal to zero, suppose that this has already been proved for $m \leq k-1$; then, for
those orders, $\zeta_{i}^{(m)}$ vanishes at $\bar{y}_{1}=C$. Now $\mathbf{f}^{(k)}$ depends on these $\zeta_{i}^{(m)}$ and on their derivatives, and any term in $\mathbf{f}^{(k)}$ contains at least one such component in undifferentiated form, associated with $\partial / \partial y_{i}$. Therefore, with the given choice of $\mu_{i}^{(m)}$ of lower orders, $\mathbf{f}^{(k)}\left(\bar{y}_{1}=C\right)$ vanishes. Choosing $\psi^{(k)}=0$ in (45) then shows that $\mu_{i}^{(k)}$ also vanishes. To show this inductive process can be started, it is only necessary to observe that $f^{(1)}=0$, not only for $\bar{y}_{1}=C$ but also in general.
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